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Abstiact— IEEE has recently standardized the 802.11 protocol for
WirelessLocal Area Networks. The primary Medium AccessControl
(MAC) technique of 802.11is called Distributed Coordination Function
(DCF). DCF is a Carrier SenseMultiple Accesswith Collision Avoidance
(CSMAI/CA) schemewith binary slotted exponential backoff. This paper
providesa simple, but neverthelessextremelyaccurate,analytical model to
computethe 802.11DCF thr oughput, in the assumptionof finite number of
terminals and ideal channel conditions. The proposedanalysisapplies to
both the packet transmissionscheme®mployed by DCF, namely the Basic
Accessand the RTS/CTS accessmechanisms. In addition, it applies also
to a combination of the two schemesjn which packetslonger than a given
thresholdaretransmitted accordingto the RTS/CTS mechanism.By means
of the proposedmaodel, in this paper we provide an extensve throughput
performance evaluation of both accessnechanismsof the 802.11protocol.

|. INTRODUCTION

In recentyears,muchinteresthasbeeninvolvedin the de-
signof wirelessnetworksfor local areacommunicatioril], [2].
Studygroup802.11wasformedunderlEEE project802to rec-
ommendaninternationaktandardor WirelessLocal AreaNet-
works (WLANS). Thefinal versionof the standarchasrecently
appeared3], and provides detailed Medium AccessControl
(MAC) andPhysicallayer (PHY) specificatiorfor WLANS.

In the802.11protocol,the fundamentamechanismo access
themediumis calledDistributedCoordinationFunction(DCF).
This is a randomaccessscheme basedon the Carrier Sense
Multiple Accesswith Collision Avoidance(CSMA/CA) proto-
col. Retransmissiomf collided pacletsis managedaccording
to binary exponentialbacloff rules. The standardalsodefines
anoptionalPoint Coordination Function(PCF),whichis acen-
tralized MAC protocol able to supportcollision free andtime
boundedservicesln this papemwe limit ourinvestigatiorto the
DCFscheme.

DCFdescribeswo techniqueso employ for packettransmis-
sion. The default schemds a two-way handshakindechnique
calledBasic Accessmechanism.This mechanisms character
ized by theimmediatetransmissiorof a positive acknavledge-
ment(ACK) by the destinationstation,upon successfutecep-
tion of apaclettransmittedoy thesendesstation.Explicit trans-
missionof an ACK is requiredsince,in thewirelessmedium,a
transmittercannotdeterminaf apacletis successfullyeceved
by listeningto its own transmission.

In additionto the Basic Access,an optionalfour way hand-
shakingtechnique,known as Request-3-Send/CleaiTo-Send
(RTS/CTS) mechanismhas beenstandardized. Before trans-
mitting a paclet, a station operatingin RTS/CTS mode “re-
senes”the channeby sendinga specialRequest-d-Sendshort

Thiswork hasbeenpartially supportecdoy CNR andMURST, Italy

frame. The destinationstationacknavledgesthe receiptof an

RTS frameby sendingbacka Clear-To-Sendrame,afterwhich

normal paclet transmissiorand ACK responseoccurs. Since
collision may occuronly on the RTS frame, andit is detected
by the lack of CTS responsethe RTS/CTSmechanisnallows

to increasahe systemperformancey reducingthe durationof

a collision whenlong messagesaretransmitted. As animpor-

tant side effect, the RTS/CTS schemedesignedn the 802.11
protocol is suitedto combatthe so called problemof Hidden

Terminals[4], which occurswhenpairsof mobilestationsresult
to be unableto heareachother This problemhasbeenspecifi-
cally consideredn [5] andin [6], which,in addition,studiesthe

phenomenoiof pacletcapture.

In this papermwe concentrat®n the performancevaluationof
the DCF schemein the assumptiorof ideal channekonditions
andfinite numberof terminals. In the literature, performance
evaluationof 802.11hasbeencarriedout either by meansof
simulation[7], [8] or by meansof analyticalmodelswith sim-
plified bacloff rule assumptionsin particular constanor geo-
metrically distributedbacloff window hasbeenusedin [5], [9],
[10], while [11] hasconsidere@nexponentiabacloff limited to
two stagegmaximumwindow sizeequalto twice theminimum
size)by employing atwo dimensionaMarkov chainanalysis.

In this paperwhichrevisesandsubstantiallyextendg[12], we
succeedn providing an extremely simple modelthat accounts
for all the exponentialbacloff protocol details,and allows to
computethe saturationlasymptoticxhroughputperformancef
DCFfor bothstandardizedccessnechanismgandalsofor ary
combinationof the two methods).The key approximatiorthat
enablesour modelis the assumptiorof constantandindepen-
dentcollision probabilityof apackettransmittedy eachstation,
regardles®f thenumberof retransmissionalreadysuffered.As
provenby comparisorwith simulation,this assumptioeadsto
extremely accurate(practically exact) results,especiallywhen
the numberof stationsin the wirelessLAN is fairly large (say
greaterthan10).

The paperis outlinedasfollows. In sectionll we briefly re-
view both BasicAccessandRTS/CTSmechanismsf the DCF
In sectionlll we definethe conceptof SaturationThroughput,
andin sectionlV we provide an analyticaltechniqueto com-
putethis performancdigure. SectionV validatesthe accuray
of the modelby comparingthe analyticalresultswith thatob-
tainedby meansf simulation.Additional considerationsnthe
maximumthroughputheoreticallyachiezablearecarriedoutin
sectionVI. Finally, the performancevaluationof bothDCF ac-
cessschemess carriedoutin sectionVIl. Concludingremarks



PHY | SlotTime(o) | CWin | CWiax

FHSS 50 us 16 1024

DSSS 20 us 32 1024

IR 8 us 64 1024
TABLE |

Slot Time, minimum,and maximuncontentionwindowvaluesfor thethree
PHY specifiecby the 802.11standad: FrequencyHoppingSpreadSpectrum
(FHSS) DirectSequencSpreadSpectrum(DSSS)|nfrared (IR)

aregivenin SectionVIIl.

I1. 802.11 DISTRIBUTED COORDINATION FUNCTION

This sectionbriefly summarizeshe DistributedCoordination
Function (DCF) as standardizedy the 802.11 protocol. For
a more completeand detailedpresentationrefer to the 802.11
standard3].

A stationwith a new pacletto transmitmonitorsthe channel
activity. If thechannelsidle for aperiodof time equalto aDis-
tributedInterFrameSpace(DIFS), the stationtransmits.Other
wise, if thechanneis sensedusy (eitherimmediatelyor during
the DIFS), the stationpersiststo monitorthe channeluntil it is
measureddle for a DIFS. At this point, the stationgenerates
randombacloff interval beforetransmitting(thisis the Collision
Avoidancefeatureof the protocol),to minimize the probability
of collision with pacletsbeingtransmittecby otherstations.In
addition, to avoid channelcapture,a stationmustwait a ran-
dom bacloff time betweentwo consecutie new paclet trans-
missions gvenif themediumis senseddle in the DIFS time*.

For efficiency reasonsPCF employs a discrete-timebacloff
scale. The time immediatelyfollowing anidle DIFS is slotted,
andastationis allowedto transmitonly atthebeginningof each
SlotTime TheSlot Time size,o, is setequalto thetime needed
at ary stationto detectthe transmissiorof a paclet from ary
other station. As shawn in tablel, it depend=n the physical
layer, and it accountsfor the propagationdelay for the time
neededto switch from the receving to the transmittingstate
(RX_TX_TurnaroundTime), and for the time to signalto the
MAC layerthe stateof the channeBusyDetectTime).

DCF adoptsan exponentialbacloff scheme.At eachpaclet
transmissionthe bacloff time is uniformly chosenin therange
(0,w — 1). The value w is called ContentionWindow, and
dependson the numberof transmissiongailed for the paclet.
At the first transmissionattempt, w is set equalto a value
CWhin called minimum contentionwindow. After eachun-
successfutransmissionyw is doubled,up to a maximumvalue
CWmax = 2™CWhpin. The valuesCWyin, and CWoax re-
portedin the final versionof the standard3] are PHY-specific
andaresummarizedn tablel.

Thebacloff time counteris decrementedslong asthe chan-
nelis senseddle, “frozen” whena transmissioris detectecon
the channel,and reactvated when the channelis senseddle

1 As an exceptionto this rule, the protocol provides a fragmentatiormecha-
nism,whichallowstheMAC to splitanMSDU (thepaclet deliveredto theMAC
by the higherlayers)into more MPDUs (paclets deliveredby the MAC to the
PHY layer),if theMSDU sizeexceedshe maximumMPDU payloadsize. The
differentfragmentsarethentransmittedn sequencewith only a SIFSbetween
them,sothatonly thefirst fragmentmustcontendfor thechannelccess.
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againfor more than a DIFS. The stationtransmitswhen the
bacloff time reache®.

Figurel illustratesthis operation.Two stationsA andB share
the samewirelesschannel. At the end of the paclet transmis-
sion, stationB waitsfor a DIFS andthenchooses bacloff time
equalto 8, beforetransmittingthe next paclet. We assumehat
thefirst paclet of stationA arrivesatthetime indicatedwith an
arrow in thefigure. After aDIF S, thepacletis transmitted Note
thatthetransmissiorf pacletA occursin themiddleof the Slot
Time correspondingo a bacloff value,for stationB, equalto 5.
As a consequencef the channelsensedusy, the bacloff time
is frozentoits value5, andthebacloff counterdecrementagain
only whenthechannelis senseddle for aDIFS.

Sincethe CSMA/CA doesnotrely onthecapabilityof thesta-
tionsto detecta collision by hearingtheir own transmissiona
positive acknavledgemen{ACK) is transmittedby thedestina-
tion stationto signalthe successfupaclketreception.The ACK
is immediatelytransmittedat the end of the paclet, after a pe-
riod of time calledShortInterFrameSpacgSIFS).As the SIFS
(plusthepropagatiordelay)is shorterthana DIFS, no othersta-
tion is ableto detectthe channeidle for a DIFS until theendof
the ACK. If the transmittingstationdoesnot receve the ACK
within a specifiedACK_Timeout,or it detectsthe transmission
of a differentpaclet on the channel,it rescheduleshe paclet
transmissioraccordingto the givenbacloff rules.

The above describedwo-way handshakingechniquefor the
paclet transmissionis called Basic Accessmechanism. DCF
definesanadditionalfour-way handshakingechniqueto be op-
tionally usedfor apaclettransmissionThis mechanismknown
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with the nameRTS/CTS,is shawn in figure 2. A stationthat
wantsto transmita packet, waitsuntil the channels senseddle
for aDIFS, followsthebacloff rulesexplainedabove,andthen,
insteadof the paclet, preliminarily transmitsa specialshort
framecalledRequesto Send RTS). Whenthereceving station
detectaanRTS frame, it respondsaftera SIFS,with a Clear To
Send(CTS)frame. Thetransmittingstationis allowedto trans-
mit its packetonly if the CTSframeis correctlyreceied.

TheframesRTS andCTS carrytheinformationof thelength
of the paclet to be transmitted. This information can be read
by ary listeningstation,which is thenableto updatea Network
Allocation Vector (NAV) containingthe information of the pe-
riod of time in which the channelwill remainbusy. Therefore,
whena stationis hiddenfrom eitherthe transmittingor the re-
ceving station,by detectingust oneframeamongthe RTS and
CTSframes,it cansuitablydelayfurthertransmissionandthus
avoid collision.

TheRTS/CTSmechanisnis very effectivein termsof system
performanceespeciallywhenlarge pacletsareconsideredasit
reduceghe lengthof theframesinvolvedin the contentionpro-
cessIn fact,in theassumptiorof perfectchannekensingy ev-
ery station,collision may occuronly whentwo (or more)pack-
etsaretransmittedvithin thesameslottime. If bothtransmitting
stationsemploy the RTS/CTSmechanismgollision occursonly
on the RTS frames,andit is early detectecby the transmitting
stationsby the lack of CTS responsesA quantitatve analysis
will becarriedoutin sectionViIl.

I, MAXIMUM AND SATURATION THROUGHPUT
PERFORMANCE

In this paperwe concentraten the “SaturationThroughput”.
This is a fundamentalperformancefigure definedas the limit
reachedy the systemthroughputasthe offeredloadincreases,
andrepresentshe maximumload that the systemcancarry in
stableconditions

It is well known that several randomaccesschemegxhibit
anunstablebehavior. In particular astheofferedloadincreases,
the throughputgrows up to a maximumvalue, referredto as
“Maximum Throughput”.However, furtherincrease®f the of-

feredloadleadto aneventuallysignificantdecreasén the sys-
temthroughput.Thisresultsin the practicalimpossibility to op-
eratetherandomaccesschemeat its maximumthroughputfor
a“long” periodof time, andthusin the practicalmeaningless
of the maximumthroughputas performancedigure for the ac-
cessscheme.The mathematicaformulationandinterpretation
of this instability problemis the objectof a wide and general
discussionn [13].

Indeed,the 802.11protocolis known to exhibits someform
of instability (seefor example[5], [11]. To visualizethe un-
stablebehaviour of 802.11,in figure 3 we have run simulations
in which the offeredload linearly increasesvith the simulation
time. The generalsimulationmodeland parametere@mployed
aresummarizedn sectionV. Theresultsreportedn thefigure
are obtainedwith 20 stations. The straightline representshe
idealofferedload,normalizedwith respecbf thechannetapac-
ity. Thesimulatedofferedloadhasbeengeneratedccordingto
aPoissorarrival procesf fixedsizepaclets(payloadequalto
8184bits), wherethearrival ratehasbeenvariedthroughouthe
simulationto matchthe ideal offeredload. The figure reports
both offeredload andsystemthroughputmeasureaver 20 sec-
ondstime intervals,andnormalizedwith respecto the channel
rate.

Fromthefigure,we seethatthe measuredhroughputollows
closely the measuredfferedload for the first 260 second=f
simulation,while it asynptoticallydropsto thevalue0.68in the
secondpartof the simulationrun. This asymptoticthroughput
valueis referredto, in this paperasSaturationThroughputand
representshe systemthroughputin overloadconditions. Note
than, during the simulationrun, the instantaneoushroughput
temporarilyincreasesverthesaturatiorvalue(upto 0.74in the
exampleconsidered)put ultimately it decreaseand stabilizes
to the saturationvalue. Queuebuild-up is obsenedin sucha
condition.

IV. THROUGHPUT ANALYSIS

Thecorecontribution of this paperis theanalyticalevaluation
of the saturatiorthroughputjn the assumptiorof idealchannel
conditions(i.e. no hiddenterminalsand capture[6]). In the
analysis,we assumea fixed numberof stations,eachalways
having a paclet availablefor transmission.In otherwords,we
operaten saturation conditions,i.e. the transmissiorgqueueof
eachstationis assumedo be alwaysnon-empty

Theanalysids dividedinto two distinctparts.First, we study
the behavior of a single stationwith a Markov model,andwe
obtain the stationaryprobability = that the stationtransmitsa
pacletin ageneric(i.e. randomlychosenklot time. This prob-
ability doesnot dependon the accessnechanisn{i.e. Basicor
RTS/CTS)employed. Then,by studyingthe eventsthatcanoc-
curwithin agenericslottime, we expresshethroughpubf both
BasicandRTS/CTSaccessnethodgaswell asof acombination
of thetwo) asfunctionof thecomputedvaluer.

A. Padket TransmissiorProbability

Considera fixed numbern of contendingstations.In satura-
tion conditions eachstationhasimmediatelya paclet available
for transmissionafter the completionof eachsuccessfutrans-
mission.Moreover, beingall paclets“‘consecutve”, eachpaclet



needgo wait for arandombacloff time beforetransmitting.

Let b(¢t) be the stochasticprocessrepresentinghe bacloff
time counterfor a given station. A discreteand integer time
scaleis adoptedt andt + 1 correspondo the beginningof two
consecutie slottimes,andthe bacloff time counterof eachsta-
tion decrementatthebeginningof eachslottime. Notethatthis
discretetime scaledoesnot directly relatesto the systemtime.
In fact, asillustratedin figure 1, the bacloff time decrement
is stoppedwhenthe channelis sensedusy, andthusthe time
interval betweentwo consecutie slot time beginningsmay be
muchlongerthantheslottime sizes, asit mayincludea paclet
transmission. In what follows, unlessambiguity occurs, with
thetermslottime we will referto eitherthe (constantyaluec,
andthe (variable)timeinterval betweertwo consecutie bacloff
time counterdecrements.

Sincethevalueof thebacloff counterof eachstationdepends
also on its transmissionhistory (e.g. how mary retransmis-
sion the head-of-linepaclet has suffered), the stochasticpro-
cessb(t) is non markovian. However, definefor corvenience
W CWain- Let m, “maximum bacloff stage”, be the
value suchthat CW,,., = 2™W, andlet us adoptthe nota-
tion W; = 2¢W, wherei € (0,m) is called“backoff stage”.
Let s(t) bethestochastiprocessepresentinghebacloff stage
(0,---,m) of thestationattime ¢.

Thekey approximatiorin our modelis that,at eachtransmis-

sion attempt,and regardlessof the numberof retransmissions
suffered, eachpaclet collides with constantand independent

probability p. It is intuitive that this assumptiorresultsmore
accurateaslongasW andn getlarger. p will bereferredto as
conditionalcollision probability, meaningthatthis is the prob-
ability of a collision seenby a paclet beingtransmittedon the
channel.

Onceindependencés assumedand p is supposedo be a
constanwalue,it is possibleto modelthebidimensionaprocess
{s(t), b(t)} with thediscrete-timeMarkov chaindepictedn fig-
ure4. In thisMarkov chain,theonly nonnull one-stegransition
probabilitiesare?:

P{i,k|i,k+1} = 1 ke (0W;=2) ie(0,m)
P{0,k|i,0} = (1 —p)/Wo ke (0,Wo—1) i€ (0,m)
P{i, kli—1,0} = p/W; ke (OW;—-1) i€ (1,m)
P{m,k|m,0} = p/W,, ke (0,W,,—1)

1)

Thefirst equationin (1) accountfor the factthat, at the begin-

ning of eachslot time, the bacloff time is decremented.The
secondequationaccountgor thefactthata new packet follow-

ing asuccessfupaclettransmissiorstartswith bacloff stage0,

andthusthe bacloff is initially uniformly chosenin the range
(0, Wy — 1). Theothercasesnodelthe systemafteranunsuc-
cessfultransmission. In particular as consideredn the third

equationof (1), when an unsuccessfutransmissionoccursat
bacloff stagei — 1, thebacloff stageincreasesandthenew ini-

tial bacloff valueis uniformly chosenn therange(0, W;). Fi-

nally, thefourth casemodelsthefactthatoncethe bacloff stage
reacheghe value m, it is not increasedn subsequenpaclet
transmissions.

2we adoptthe shortnotation:
P{i1,k1|’io,k0} = P{S(t + 1) = il,b(t + 1) = k1|s(t) = io,b(t) = k()}.

(1-p)Wo

MWin Fig. 4. Markov Chainmodelfor the badoff windowsize

Let b, = limy,oo P{s(t) = i,b(t) = k}, i € (0,m),
k € (0,W; — 1) bethe stationandistribution of the chain. We
now shaw thatit is easyto obtaina closed-formsolutionfor this
Markov chain.First, notethat

bi—1,0-p=big = bio=pboo 0<i<m

bm—l,U -p = (]_ _p)bm,O — bm’o = %bo,o

(2)

Owing to thechainregularities,for eachk € (1, W; — 1), it is:
Wi, —k (1 =p) X7l bjo i=0

bik = W, P-bi—1,0 0<i<m (3)
! P (bm-1,0+bm,0) i=m

By meansof relations (2), and making use of the fact that
it bio = boo/(1— p), equation3 rewritesas:

Wi—k

i

bik = bio i€ (0,m),ke(0,W;—1) (4)
Thus,by relations(2) and(4), all thevaluesb; , areexpresses
functionof thevaluebg o andof the conditionalcollision proba-
bility p. by o is finally determinedy imposingthenormalization
condition,thatsimplifiesasfollows:

1= iW’ 1bz,k = ibi,;]lzl W;/I; e ibi,o% =
i=0 k=0 i=0 k=0 ' i=0
= boo [W (m_l@ )+ @> : ] ©
2 pars 1-p 1—p
from which:
boo = 2(1—2p)(1 —p) ©)

(1=2p)(W +1) +pW (1 - (2p)™)

We cannow expressthe probability 7 thata stationtransmits
in a randomly chosenslot time. As ary transmissionoccurs
whenthe bacloff time counteris equalto 0, regardlessof the



bacloff stageijt is:
- 2(1-2p)
" 2 0 (1=2p)(W+1) + pW (1 (2p)™)
(7
As asidenote, it is interestingto highlight that,whenm =
0, i.e. no exponentialbacloff is consideredthe probability 7
resultsto be independenbf p, and equation(7) becomeghe

bo,0

1-p

much simpler oneindependentlyfound in [9] for the constant

bacloff window problem:

_ 2
TTWw+a

(8)

However, in general,r depend®n the conditionalcollision
probability p, which is still unknavn. To find the value of p
it is sufficient to note that the probability p that a transmitted
paclet encountersa collision, is the probability that, in a time
slot, at leastoneof then — 1 remainingstationstransmit. The
fundamentaindependencassumptiorgivenabove impliesthat
eachtransmissiori'sees” the systemin the samestate,i.e. in
steadystate.At steadystate eachremainingstationtransmitsa
pacletwith probability~. Thisyields:

p=1-(1-7)"" 9

Equationg7) and(9) represena nonlinearsystenin thetwo
unknavnsT andp, which canbe solved usingnumericaltech-
nigues.lt is easyto provethatthis systemhasauniquesolution.
In fact, inverting (9), we obtain7*(p) = 1 — (1 — p)/(»=1),
This is a continuousand monotoneincreasingfunction in the
rangep € (0,1), thatstartsfrom 7*(0) = 0 andgrows up to
7*(1) = 1. Equationr(p) definedby (7) is alsocontinuousin
therangep € (0,1): continuityin correspondencef the criti-
cal valuep = 1/2 is simply provenby noting thatr(p) canbe
alternatvely written as:

2

T(p) = prem -
() 1+ W +pW Y70 (2p)i

andthereforer(1/2) = 2/(1+W +mW/2). Moreover, 7(p) is
trivially shovn to beamonotonedecreasindunctionthatstarts
from 7(0) = 2/(W + 1) andreducesup to 7(1) = 2/(1 +
2mW). Uniquenes®f the solutionis now proven noting that
7(0) > 7*(0) and7(1) < 7*(1).

B. Throughput

Let S be the normalizedsystemthroughput,definedas the
fractionof timethechanneis usedto successfullyransmitpay-
load bits. To computesS, let us analyzewhat canhappenin a
randomlychoserslottime. Let P;,. bethe probabilitythatthere
is atleastonetransmissiorin the consideredlot time. Sincen
stationscontendon the channelandeachtransmitswith proba-
bility =,

Pr=1—(1—7)" (10)

The probability P; thatatransmissioroccurringon thechannel
is successfuis givenby the probability thatexactly one station
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transmitoonthechannelconditionednthefactthatatleastone

stationtransmitsj.e.:

nr(l—7)"*  nr(l-r)"!
P, 11— (1—7)n

P,

(11

We arenow ableto expressS astheratio:

_ E[payload information transmitted in a slot time]

S =
E [length of a slot time]

12)
Being E[P] theaveragepacletpayloadsize theaverageamount
of payloadinformation successfullytransmittedin a slot time
is P, Ps E[P], sincea successfutransmissioroccursin a slot
timewith probability P;,. P,. Theaveragdengthof aslottimeis
readily obtainedconsideringhat, with probabilityl — P,,., the
slottime is empty;with probability P;,. P, it containsa success-
ful transmissionandwith probability P;,.(1 — P;) it containsa
collision. Hence(12) becomes:

P, P, E[P]

S =
(]- _Ptr)J+PtrPsTs +Ptr(1 _Ps)Tc

(13)

Here, Ty is the averagetime the channelis sensedbusy (i.e.
theslottime lasts)becausef a successfutransmissionandT,
is the averagetime the channelis sensecbusy by eachstation
during a collision. ¢ is the durationof an emptyslot time. Of
coursethevaluesE[P], Ts, T., ando mustbe expressedvith
the sameunit.

Note that the throughputexpression(13) hasbeenobtained
without the needto specify the accessmechanismemployed.
To specificallycomputethe throughputfor a given DCF access
mechanisnit is now necessarpnly to specifythe correspond-
ing valuesTy andT..

Let us first considera systemcompletelymanagedvia the
Basic Accessmechanism.Let H = PHY} 4, + MACpq, be
the pacletheaderandd bethe propagatiordelay As shovnin
figure5, in the BasicAccesscasewe obtain:

T2 = H + E[P)] + SIFS + 6 + ACK + DIFS +§

Tbas = H + E[P*] + DIFS + §
(14)



whereE[P*] isthetheaveragdengthof thelongestpacletpay-
loadinvolvedin acollision.

In the caseall paclets have the samefixed size, E[P*] =
E[P] = P. Inthegeneratasethepayloadsizeof eachcollided
pacletis anindependentandonmvariableP;. It isthusnecessary
to assumea suitableprobability distribution function F'(.) for
the paclet’s payloadsize. Let P,,,,, bethe maximumpayload
size. Taking the conditional expectationon the numberk of
colliding paclets, E[P*] writesasfollows:

E[P*] = E[E [max(Py,-- -, Py)|k]] =

= (’;) (1= 7)nk [Pree () _ F(2)k)de
B 1-1-7)"—nr(1l—7)n1

Whenthe probability of threeor more paclets simultaneously
colliding is neglected expression(15) simplifiesto:

(15)

Pras
E[P*] = / (1 - F(z)?)d= (16)
0

T. is the period of time during which the channelis sensed
busy by the non colliding stations We neglectthe factthatthe
two or morecolliding stationspeforesensinghechannehgain,
needto wait an ACK Timeout,andthusthe T, for thesecollid-
ing stationsis greaterthan that considerechere (the sameap-
proximationholdsin the following RTS/CTScasewith aCTS
Timeoutinsteadof the ACK timeout).

Let usnow considera systemin which eachpacletis trans-
mitted by meansof the RTS/CTS Accessmechanism.As, in
sucha case,collision canoccuronly on RTS frames,it is (see
figureb):

Trts = RTS + SIFS + 8+ CTS + SIFS +6 + H+
+E[P] 4 SIFS + 6 + ACK + DIFS 4 ¢
Trts = RIS+ DIFS +4
17)
andthethroughputexpressiordepend®n the paclet sizedistri-
bution only throughits mean.

Finally, formula (13) can be also adoptedto expressthe
throughputof an“Hybrid” systemin which, assuggestedh the
standard3], pacletsaretransmittedby meansof the RTS/CTS
mechanisnonly if they exceeda given predeterminedhresh-
old P on the paclet’s payloadsize. More specifically being,
again, F'(.) the probability distribution function of the paclet
size,F(P) is theprobabilitythata pacletis transmittedaccord-
ing to the BasicAccessmechanisnii.e. the pacletsizeis lower
thanP), while 1 — F(P) is theprobabilitythata pacletis trans-
mitted via the RTS/CTS mechanism.For corvenience et us
indicatewith

Opis = TT% —T%% = RTS+SIFS+6+CTS+SIFS+6 (18)

the RTS/CTSoverheador a successfupaclket transmission |t
is easyto recognizethat,for thedescribedybridaccesscheme,
it is:

T, = Ts(P) = T***F(P) + Tr**(1 — F(P)) =

=T;% + Ops(1 - F(P)) (19)

To computeT, = T.(P) in the caseof the Hybrid Access
schemewe rely on the simplifying assumptiorthat the proba-
bility of a collision of morethantwo pacletsin the sameslot
time is negligible. Hence,three possiblecollision casesmay
occur: (i) collision betweentwo RTS frames,with probabil-
ity (1 — F(P))2; (i) collision betweertwo pacletstransmitted
via BasicAccesswith probability 7(P)?2, and(iii) collisionbe-
tweena basicaccespacletandan RTS frame. Hence,indicat-
ing with T7t8/mts | 7bes/be% and /™ therespectie average
collision durationswe obtain:

T.(P) = (1 - F(P))*T s/t 4
+2F(P)(1 — F(P))T7 /b5 4 F2(P)Tbes/bes (20)

The averagecollision durationsadoptedn equation(20) de-
tail asfollows. Let Oy, = (T%** — P — T7**) = (H — RTS)
betheextralengthof the packetheademith respecof the RTS
frame,andleta = H + DIFS + 6. ThevalueT!**/™* hasbeen
alreadycomputedn the caseT"* of (17), andcanberewritten
with new notationas:

Trs/™ — RTS + DIFS +6 = a — O (21)
To computethe averagelength of a collision betweenan RTS

frameanda BasicAccesspaclet, let us notethat, accordingto

thenumericalvaluesprovidedby the standard3], thelengthof

an RTS frameis always lower thanthe paclet headersize, or,

in otherwords,thevalue O, definedabove is strictly positive.

Thustheaveragelengthof suchacollisionis givenby theaver

ageamountof time the channels keptbusyby the unsuccessful
transmissiorof the Basic AccessPacket. Since F(z)/F(P),

z € (0, P) is the conditional probability distribution function

of the payloadsize of the pacletstransmittedaccordingto the

BasicAccessmechanismyve readily obtain:

> dx

Tcrts/bas —a+ /P (
0

Finally, noting that in the caseof collision betweentwo Ba-
sic Accesspaclets, the probability distribution function of the
length of the longestpaclet payloadinvolvedin a collision is
the squareof the conditionalprobability distribution function of
thepaclet sizedistribution,

P FQ(;L')
Tbas/bas — / 1— ol
. a+ | F2(P) dz

By substituting(21), (22) and(23) in equation(20), wefinally
obtain:

F(P) (22)

(23)

(24)

T.(P) = a— (1~ F(P))*On+
P
2F(P)(1 — F(P -
12F(P)(1 - F(P)) /0 ( P
) o
For simplicity, in therestof this paperwe restrictour numer

F(z) ) dz+
P 2
+F2(P)/ (1 E(C)
0
ical investigationto the caseof fixed paclket size,andtherefore



paclet payload 8184bits
MAC header 272bits
PHY header 128bits
ACK 112bits + PHY header
RTS 160bits + PHY header
CTS 112bits + PHY header
ChanneBit Rate | 1 Mbit/s
PropagatiorDelay | 1 us
SlotTime 50 us
SIFS 28 us
DIFS 128us
ACK_Timeout 300us
CTS.Timeout 300us

TABLE Il

FHSSsystenparametes and additional parametes usedto obtainnumerical
results

we will evaluatethe performanceof systemsn which all sta-
tions operateeitheraccordingto the Basic AccessMechanism
or accordingto the RTS/CTSmechanisn{i.e. never operating
in the hybrid modé).

V. MODEL VALIDATION

To validatethe model,we have comparedts resultswith that
obtainedwith the 802.11DCF simulatorusedin [9]. Oursis
anevent-drivencustomsimulationprogram written in the C++
programminganguagethatcloselyfollows all the 802.11pro-
tocol detailsfor eachindependentlyransmittingstation.In par
ticular, thesimulationprogramattemptso emulateascloselyas
possiblethe real operationof eachstation,including propaga-
tion times,turnaroundimes,etc.

Thevaluesof theparametersisedto obtainnumericalresults,
for boththe analyticalmodelandthe simulationruns,aresum-
marizedn tablell. Thesystenvaluesarethosespecifiedor the
FHSS (Frequeng Hopping SpreadSpectrum)PHY layer [3].
The channelbit ratehasbeenassumedqualto 1 Mbit/s. The
framesizesarethosedefinedby the802.11MA C specifications,
andthe PHY headeiis thatdefinedfor the FHSSPHY. Theval-
uesof the ACK_TimeoutandCTS Timeoutreportedn tablell,
andusedin the simulationrunsonly (our analysisneglectsthe
effect of thesetimeouts)are not specifiedin the standardand
they have beensetequalto 300 us. This numericalvalue has
beenchoserasit is sufficiently longto containa SIFS,the ACK
transmissioranda roundtrip delay

Unlessotherwisespecified,we have usedin the simulation
runsaconstanpaclet payloadsizeof 8184bits, whichis about
onefourth of the maximumMPDU sizespecifiedfor the FHSS
PHY, while it is themaximumMPDU sizefor the DSSSPHY.

Figure 6 shows thatthe analyticalmodelis extremelyaccu-
rate: analyticalresults(lines) practicallycoincidewith the sim-
ulation results(symbols),in both Basic Accessand RTS/CTS

3A detailedperformanceanalysisof the hybrid moderequiresto assumeone
or moresuitableprobability distribution functionsfor the paclet's payloadsize,
andalsoto determinethe sensitvity of the throughputon the assumedlistri-
butions. Sucha straightforvard, but lengthy studyis out of the scopesof the
presentvork.
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analysis| simulation
n=2,BAS | 0.8473 | 0.846+ 0.001
n=2,RTS | 0.8198 | 0.817+ 0.001
n=3,BAS | 0.8368 | 0.835+ 0.001
n=3,RTS | 0.8279 | 0.823+ 0.001
TABLE 11l
Analysisversussimulation: comparisorfor a verylow numberof stations-
W=32,m=3

casesAll simulationresultsin the plot areobtainedwith a 95%
confidenceinterval lower than 0.002. Negligible differences,
well below 1%, are notedonly for a small numberof stations
(resultsfor the extremecaseof aslow as2 and 3 stationsare
takulatedin tablelll).

VI. MAXIMUM SATURATION THROUGHPUT

The analyticalmodel given above is very corvenientto de-
terminethe maximumachievablesaturatiorthroughput.Let us
rearrang€13) to obtain:

E[P]

0(1—Psr)/Pir+Te
Ps

S_

= (25)
T, —T. +

AsTs, T., E[P], ando, areconstantsthe throughputS is max-
imizedwhenthefollowing expressioris maximized:

Ps nr(l —7)nt

Q=P /Pr+Tofo  Tr—(—rp@r—1) 20

whereT} = T, /o is thedurationof a collision measuredh slot
time unitso. Takingthederivative of (26) with respecto 7, and
imposingit equalto 0, we obtain,aftersomesimplifications the
following equation:

I=7)"=Tnr—-[1-(1-7)"]} =0 (27)
Underthe conditionT << 1,

-1
1-""=~1—-n7+ 7n(n2 )7'2



BASIC ACCESS
n Max Throughput Max ThroughputApprox.
5 | 0.832827(7=0.022869)| 0.8326627=0.021426)

10 | 0.8282797=0.010848)| 0.828272+r=0.010713)

20 | 0.826111(7=0.005294)| 0.8261057=0.005357)

50 | 0.824841(7=0.002089)| 0.824814(7=0.002143)

00 0.823957
RTS/CTSACCESS

n Max Throughput Max ThroughputApprox.

5 | 0.838511(7=0.090399)| 0.838436(7=0.097940)

10 | 0.837281(7=0.043712)| 0.8371297=0.048970)
20 | 0.836686(7=0.021520)| 0.836490(7=0.024485)
50 | 0.8363357=0.008532)| 0.836110(7=0.009794)
00 0.835859

TABLE IV

Comparisorbetweermaximunthroughputandthroghputresultingfrom
approximatesolution(28) - thecasen = oo is obtainedfromequation(31)

holds,andyieldsthefollowing approximatesolution:

o Vin+2n -1)(Tr -1D]/n-1 _ 1
(n—1)(Tr—1) " /T2

Equation(27) andits approximatesolution(28) areof funda-
mentaltheoreticalimportance.In fact, they allow to explicitly
computethe optimal transmissiorprobability 7 that eachsta-
tion shouldadoptin orderto achieze maximumthroughputper
formancewithin a consideredetwork scenarig(i.e. numberof
stationsn). In otherwords,they showv that (within a PHY and
an accessnechanismwhich determinethe constantvalueT)
maximumperformanceanbe, in principle, achievedfor every
network scenariothrougha suitablesizing of the transmission
probability 7 in relationto the network size.

However, equationq7) and(9) shaw that7 dependsnly on
the network sizeandon the systemparametersn andW. As
n is notadirectly controllablevariable the only way to achieve
optimal performances to employ adaptie techniquedo tune
the valuesm and W (andconsequently-) on the basisof the
estimatedralueof n.

This problemhasbeenspecificallyconsideredn [9] for the
caseof fixed bacloff window size (i.,e. m = 0). In sucha
case,r is givenby (8), andthereforethe bacloff window that
maximizesthe systenthroughputs readilyfoundas

Wopt ~ N/ 2TC*

Referto [9] for alargediscussiorrelatedto the problemof esti-
matingthevaluen.

Unfortunately in the 802.11standardthe valuesW andm
arehardwiredin the PHY layer details(seetablel for the stan-
dardizedvalues),and thusthey cannotbe madedependenbn
n. As aconsequencef this lack of flexibility, the throughput
in somenetwork scenarioscan be significantly lower thanthe
maximumachiesable.

Figures7 and8 shav the maximumthroughputheoretically
achievableby the DCF protocolin boththe casef BasicAc-
cessand RTS/CTSmechanisms.The valuesreportedin these

(28)
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figureshave beenobtainedassuminghe systemparameterse-
portedin tablell. Thefigurereportsalsothe differentthrough-
put valuesobtainedin the caseof exactandapproximatesolu-
tion for 7. As the maximumis very smooth,even a non neg-
ligible differencein the estimateof the optimal value r leads
to similar throughputvalues. The accurag of the throughput
obtainedby the approximatesolutionis bettertestifiedby the
numericalvaluesreportedin tablelV. Notethattheagreement
is greatetin the BasicAccesscaseasT, is greater

A surprisingresultis that the maximumthroughputachies-
ableby theBasicAccessmechanisnis very closeto thatachies-
able by the RTS/CTS mechanism. Moreover, the maximum
throughputis practically independentof the number of sta-
tions in the wirelessnetwork. This is easily justified by not-
ing that the throughputformula can be approximatedas fol-
lows. Let K = /T /2, andlet ususetheapproximatesolution
T =1/(nK). For n sufficiently large,

1 n
Pp=1-(1-7)"=1- (1—n—K> ~1-—e VK (29)



bitsor us | slottime units(c=50 us)
PaclketPayload| 8184 163.68
Thes 8982 179.64
Thes 8713 174.26
Trts 9568 191.36
Trts 417 8.34
TABLE V

ValuesTs and7, measuedin bitsandin 50 ys slottimeunits, for the
consideed systenparametes, for bothBasicand RTS/CT &ccessnethods

nr(l—71)"' n N 1
P, T (nK —1)(e'/K —1) T K(el/K —1)
(30)
ThemaximumachievablethroughputS,,,., canthusbeapprox-
imatedas:

P,

E[P]

Smes = oK 4 T, (K (/K 1) = 1)

(1)

which resultsto be independenof n. Usingthe numericalval-
uesof tableV, weobtainK = 9.334 for theBasicAccesanech-
anism,and K = 2.042 for the RTS/CTSmechanism.There-
sultingmaximumthroughputpproximatiorvaluesarereported
in tablelV underthelabeln = oc.

An advantageof the RTS/CTSschemas thatthe throughput
is lesssensitve onthetransmissiomprobabilityr. In fact,wesee
from figures7 and8 (notethedifferentx-axisscale)thata small
variationin the optimalvalueof r leadsto a greaterdecreasn
thethroughputfor the BasicAccesscasethanfor the RTS/CTS
case Hence we expect(seequantitatie resultsin thefollowing
sectionVIl) amuchlowerdependencef theRTS/CTSthrough-
put on the systemengineeringparametersith respectof the
BasicAccessthroughput.

VIl. PERFORMANCE EVALUATION

Unlessotherwisespecified,the following resultshave been
obtainedassumingthe parametergeportedin tablell and,in
particular assuminga constanpayloadsize P = 8184 bits.

Figure 6 shaows that the throughputfor the Basic Access
schemestrongly dependsn the numberof stationsin the net-
work. In particular the figure shaws that, in most casesthe
greateiis thenetwork size theloweris thethroughput.Theonly
partial exceptionis the caselV = 128. For suchaninitial con-
tentionwindow size,the throughputis comparablén networks
with 5 to 10 stationsalthoughit smoothlydecreaseasthenet-
work size increases.The samefigure shows that performance
impairmentdoesnot occurfor the RTS/CTSmechanisnwhen
n increases.In fact, the throughputis practically constantfor
W = 32, andevenincreasesvith thenumberof mobilestations
whenW = 128.

To investigatehe dependengof thethroughputfrom theini-
tial contentionwindow size, W, we have reportedin figures9
andl10thesaturatiorthroughputersughevalueW for, respec-
tively, the BasicAccessandthe RTS/CTSmechanismsln both
figures,we have assume@ numberof bacloff stagesqualto 6,
i.e. CWmax = 26W. Thefiguresreportfour differentnetwork
sizes,.e. numberof stationsn equalto 5, 10, 20 and50.
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Figure9 shavsthatthethroughpubf theBasicAccessmech-
anismhighly dependson W, andthe optimal value of W de-
pendson the numberof terminalsin the network. For example,
anhighvalueof W (e.g. 1024)givesexcellentthroughputper
formancein the caseof 50 contendingstations,while it drasti-
cally penalizeghethroughputn the caseof smallnumber(e.g.
5) of contendingstations. This behaior is seenalsoin figure
10, wherethe RTS/CTS mechanisms employed. Large val-
uesof W may; in fact, limit the throughputof a single station,
which,whenalonein the channels boundedy:

E[P]
Ty +o(W —1)/2

(32)

where E[P] andT; arethe averagepaclet payloadandthe av-
eragechannelholdingtime in caseof successfutransmission.
Equation(32) is directly obtainedfrom equation(13) of section
IV-B by observingthat, asthereareno otherstationswhich can
collide with the consideredone, the probability of successP,
is equalto 1. In addition, the probability P, that a transmis-
sion occurson the channelis equalto the probability 7 thatthe



stationtransmits. Being the conditionalcollision probability p
equalto 0, P, = 7 is givenby formula(8).

Of more practicalinterestis the caseof small valuesof W,
andpatrticularlyin correspondencef the valuesiWW = 16, 32,
and64 (i.e. thosestandardizedor thethreePHY - seetablel).
Figures9 and10 shaw thatthe two accessnechanismsichiere
a significantlydifferentoperation.In the caseof the BasicAc-
cessmechanismreportedn figure 9, the systenthroughputin-
creasesslongasWW getscloserto 64. Moreover, thethroughput
significantlydecreaseasthe numberof stationsincreasesOn
the contrary figure 10 shavs thatthe throughputobtainedwith
the RTS/CTS mechanismis almostindependenof the value
W < 64, and,in this range,it is furthermorealmostinsensi-
tive onthenetwork size.

This surprisingindependencés quantitatvely explainedas
follows. Dividing numeratoanddenominatoof (13) by P;,. P;,

we obtain:
+7 (7 -1)]

S:E[P]/[Ts—i—a P,
The denominatornf formula 33 expresseghe averageamount
of time spenton the channelin orderto obsene the successful
transmissiorof a paclet payload. This time is further decom-
posednto threecomponents.

T is thetime spentin orderto successfullfransmita paclet.
TableV reportsthe numericalvaluesfor 7%?* and TT**, com-
putedaccordingto equationg14) and(17), in the assumption
of systemand channelparameter®f tablell. The difference
betweenIT** andT?** (586 bits) is the additionaloverheadn-
troducedby the RTS/CTSmechanism.

The secondermat the denominatoof (33) doesnot depend
on theaccessnechanisnemployed,andrepresentshe amount
of time the channelis idle, per successfupacket transmission.
In fact,1/(P,, Ps) is the averagenumberof slottimesspenton
thechannein orderto have a successfutransmissionOf those
slottimes,afraction(1— P;,.) is empty andeachemptyslottime
lastso. The averagenumberof idle slottimesperpaclettrans-
mission,i.e. (1— Py,.)/ (P P;), is plottedin figure11versushe
network size,for threedifferentvaluesof theinitial contention
window W. We seethat,for W = 16 andW = 64, theamount
of idle slot times per paclket transmissioris very low, particu-
larly whencomparedwith thevaluesT givenin tableV. This
value becomessignificantonly whenW getsgreater(the case
W = 256 is reportedin the figure) andthe numberof stations
in the network is small.

Finally, the third term at the denominatoiof (33) represents
the time wastedon the channelbecausef collisions, per suc-
cessfulpaclet transmission.In fact,1/P; — 1 is the average
numberof collided transmissionper eachsuccessfutransmis-
sion,whichis multipliedby T, i.e. theamountof timethechan-
nelis held by a collision. TableV showvsthatthethe RTS/CTS
mechanisnsignificantly reduceghe time spentduring a colli-
sion, with respecto the Basic Accessmechanism.This reduc-
tion is extremely effective whenthe systemparameted? and
thenetwork sizen leadto alarge collision probability. Thisfact
is graphicallyshowvn in figure 12. This figure reportsthe av-
erageamountof time spentin collisions, per successfupaclet
transmissionnormalizedwith respecto the valueo. It shovs

Ptr
PsPtr

(33)

= = N N
o (&) o a1

[&)]

idle channel time per packet tx (slot times)

L
20 25 30 35
number of stations

40 45 50

Fig. 11. Average numberofidle slottimesper successfubadcet transmission

120

= [
(] _
é 100 [ ——- Basic Access Mechanism Pt
B [ —— RTSICTS mechanism =" W=l6
2 e
o -7

80 - 1
3 -
3 ol
£ 60 - e W=64
8 2 =TT
[%] Ve /// -
g a0 yd " ]
) Pt
£ _-" W=256
] [ _ T2 ]
= _ I
2 20 - P L B
c P ——
2 ¢ == W=16,64,256
5 L, e===—

5 10 15 20 25 30 35 40 45 50

number of stations n

Fig. 12. Average numberof slot time units wastedon the channelbecauseof
padket collision, per successfubadcet transmission

that, for the Basic Accessmechanismthe amountof channel
time wastedin collisionsis extremely large for a small value
W anda large numberof stationsin the network. Corversely
the additionalamountof time wastedin collisionsis negligible

for the RTS/CTSmechanismregardlesof thevaluesn andV.

This explains the surprisingconstantRTS/CTSthroughputin

ary practicalsystemandnetwork operationconditions.

Figure 13 shaws thatthe dependencef the throughputfrom
the maximumnumberm of bacloff stagesis maminal. The
figure reportsthe casesof both Basic and RTS/CTS access
schemeswith W = 32 (similar behaiour is obsenedfor other
valuesof the parametei?) andn = 10, 50. The pointsin the
box indicatethe throughputachievedwhenm = 5, i.e. in cor-
respondencef the standardize&ngineeringparametersf the
DSSSPHY (tablel). We seethatthe choiceof m doesnotprac-
tically affectthesystenthroughputaslongasm is greatetthan
4 or 5. Theonly casein which the throughputstill grows, for
m relatively large, is the Basic Accessmechanisnwith alarge
network size.

Our modelallows to obtain other measure®f interest. The
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conditional collision probability p is the probability, seenby
the station, that its transmittedpaclet collides. Owing to the
model'skey assumptiomf independencateachretransmission,
the averagenumberof transmissionshateachstationmustper
form in orderto successfullycompletea packet transmission
is given by 1% This valueis reportedin figure 14, obtained
with the samesystemparametersf figures9 and10. Figure14
shaws thatthe numberof transmissionger paclet significantly
increasesasthe initial bacloff window W reducesandasthe
network sizen increases.

At afirst glance,it might seemthat the throughputperfor
manceof the 802.11protocolstronglydepend®n the slottime
sizeo. In particulartheloweris o, thebetteris theexpectedher
formance.lnstead we notethat,asfar assaturationthroughput
performancés concernedits dependencentheslottime sizeis
only mamginal. TableVI reportsresultsfor threedifferentsystem
configurationcorrespondindo thedifferentPHYs. Resultsare
obtainedfor both BasicAccessand RTS/CTSmechanismand
for two differentnetwork sizesof 10 and50 stations.Columns
in boldfacetype correspondo the standardizedlot time length

slottime size(us)
5 8 20 50 100

FHbas,10|| .7105| .7101| .7088| .7055 | .7000
rts,10 || .8437 | .8432| .8413| .8367 | .8290
bas,50| .5658 | .5657 | .5652| .5639| .5618
rts,50 || .8318 | .8315| .8305| .8278| .8233
DShbas,10|| .7659 | .7654 | .7632| .7577 | .7488
rts,10 || .8468 | .8462 | .8435| .8368 | .8259
bas,50| .6134| .6133| .6126| .6108| .6079
rts,50 || .8363 | .8360 | .8347 | .8314 | .8261

IR bas,10|| .8171| .8160| .8120| .8021 | .7862
rts,10 || .8490| .8479| .8436| .8329| .8158
bas,50| .6696 | .6693 | .6683| .6656| .6613
rts,50 || .8408 | .8404 | .8387 | .8345| .8277

TABLE VI

Dependencef thesatuation throughputon the slottime

for therelatedPHY. Themarginal dependencef thethroughput
ontheslottimessizeo is relatedto thefact,commenteabove by
meanf equation(33) andfigure11,thatthenumberof idle slot
timesper paclet transmissioris extremelysmall. A changeof
o hastheonly effectto multiply by a constantvaluetheamount
of idle channeltime per paclet transmissionHowever, for any
practicalvalueof o andW, theamountof idle channekime re-
mainsmarginal with respectto the time spentin transmission
andcollision. This resultis of fundamentalmportancefor the
future developmentof higherbit ratephysicallayerrecommen-
dationsastheslottime sizeis difficultly scalable.

Finally, let us addsomeconsiderationsegardingthe depen-
denceof theaccessnethodonthe pacletlength. It is oftenqual-
itatively statedthatthe RTS/CTSmechanisnis effective when
the paclet size increases.This is justified in figure 15. This
figurereportsthe systemthroughputfor both BasicAccessand
RTS/CTScasesfor two differentnetwork sizes(n = 10 and
n = 50), andfor threedifferentconfigurationparametersre-
ferredto asFH, DS andIR, correspondingo the threePHY’s
referencevaluesCWyin, CWhax andSlottime sizes reported
in tablel. It is no more a surprisethat the RTS/CTS mech-
anismachievesvery similar performancean all the considered
cases.This is dueto the fact that the throughputperformance
maminally depend®n the slottime, asshown in tableVI, and
onthefactthatthe RTS/CSTschemas negligibly dependentn
thenetwork sizeandonthe minimumcontentiorwindow size.

In theassumptiorof fixed packet payloadsize,it is very easy
to quantifythe thresholdvaluefor the paclet sizeoverwhich it
is corvenientto switchto the RTS/CTSmechanismin fact, let
usindicatewith §*?* andS™** the throughputachievedrespec-
tively by theBasicAccessandRTS/CTSmechanisnin thesame
systemparameterandnetwork sizeconditions.Fromequation
(33), theinequality

Srts > Sbas

impliesthat

1
Tyt — T < (TP* — T]%) (F - 1) (34)
8
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Let now O, = Trt — TP2% the overheadintroducedby the
RTS/CTSmechanismandlet O, = H — RTS be the extra
lengthof the paclet heademwith respecibof the RTS framesize
(accordingto the valuesof tablell, O,;s; = 586 bits,andO;, =
112 bits). Indicating the paclet payloadwith the variable P,
condition(34) yields:

PSOTts
1-P,

The thresholdvalue over which it is corvenientto switch to
the RTS/CTSschemas plottedversughe network sizein figure
16, for the three possiblesetsof parameterspecifiedfor the
differentPHYs. This figure shavs that the thresholdis highly
dependenbn the PHY employed. This is not a consequence
of the differentslot time size o, which doesnot affect formula
(35). Instead,it is a directconsequencef the differentinitial
contentiorwindow sizesiW adoptedseetablel). Thelowerthe
valueW, thegreateis the performancémpairmentof the Basic
Accessschemgdseefigure9), andthegreater(andthusfor more
pacletsizecasesasshovn in figure 15) is the advantageof the

P>

—Op (35)

RTS/CTSscheme.

Moreover, figure 16 runscounterto the“known” factthatthe
RTS/CTSmechanisnshouldbeemplojedwhenthepacletsize
exceedsagiven(meaningdixed threshold.Insteadjt shovsthat
suchathresholdstronglydepend®n the network size,andpar
ticularly it significantlydecreaseshenthe numberof stations
in thenetwork increaseskor example,in thecaseof 50 stations,
the thresholdis equalto about1470bits for the Infrared PHY,
while it is aslow as820 bits for the Frequeng Hopping PHY.
The samethresholdraisesrespectiely, to about10065bits and
3160bits whenthe network is composedy 5 stationsonly.

VIII. CONCLUSIONS

In this paperwe have presented simpleanalyticalmodelto
computethe saturationthroughputperformanceof the 802.11
DistributedCoordinationFunction. Our modelassumest finite
numberof terminalsandideal channelconditions. The model
is suitedfor any accessschemeemployed,i.e. for both Basic
AccessandRTS/CTSAccesamechanismsaswell asfor acom-
binationof the two. Comparisorwith simulationresultsshavs
that the modelis extremely accuratein predictingthe system
throughput.

Using the proposedmodel, we have evaluatedthe 802.11
throughputperformance.We have shovn that performanceof
the Basic Accessmethodstrongly dependson the systempa-
rametersmainly minimum contentionwindow and numberof
stationsin the wirelessnetwork. Corversely performanceis
only maminally dependenbn the systemparametersvhenthe
RTS/CTSmechanisnis considered.

The RTS/CTSmechanismhasprovenits superiorityin most
of the cases Notableis the advantageof the RTS/CTSscheme
in largenetwork scenariosevenwith fairly limited pacletsizes.
Whenthe capabilityof the RTS/CTSschemeo copewith hid-
denterminalsis accountedwe concludethatthis accessnethod
shouldbeusedin the majority of the practicalcases.

ACKNOWLEDGEMENTS

Theauthorwishesto thankthe anorymousrefereerdor their
helpful commentghat have significantlyimproved the quality
of the presentation.

REFERENCES

[1] K. Pahlavan, A. H. Levesque,'WirelessDataCommunications”Proc.of
thelEEE, Vol. 82,No. 9, Septembel994,pp. 1398-1430.

A. De Simone,S. Nanda,"WirelessData: SystemsStandardsServices”,
Journalof WirelessNetworks, Vol. 1, No. 3, Februaryl996,pp. 241-254.
P802.11JEEE Standardor WirelessLAN MediumAccessControl(MAC)
andPhysicalLayer(PHY) SpecificationsNovember1997.

L. Kleinrock, F. Tobagi,“Packet Switchingin radio channelspartll - the
HiddenTerminal Problemin Carrier SenseMultiple Accessandthe Busy
Tone Solution”, IEEE Trans.Comm., Vol. COM-23, No. 12, December
1975,pp.1417-1433.

5] H. S.Chhaya,S. Gupta, “PerformanceModeling of AsynchronousData
TransferMethodsof IEEE 802.11MAC Protocol”,WirelessNetworks, Vol.
3,1997,pp.217-234.

K. C. Huang,K. C. Chen,“InterferenceAnalysisof NonpersistenCSMA
with Hidden Terminalsin Multicell WirelessData Networks”, Proc. of
IEEE PIMRC '95, Toronto,CanadaSeptembel995,pp.907-911.

(2]
(3]
(4]

(6]



[7] B. P. Crow, “Performanceevaluationof the IEEE 802.11WirelessLocal
Area Network Protocol”, Masterthesis,Dept. of Electricaland Computer
EngineeringUniversity of Arizona,1996.

[8] J.Weinmiller, M. SchlagerA. FestagA. Wolisz, “PerformanceStudy of

AccessControlin WirelessLANs IEEE 802.11DFWMAC andETSIRES

10HIPERLAN", Mobile Networks andApplications,Vol. 2, 1997,pp. 55-

67.

G. Bianchi, L. Fratta,M. Oliveri, “PerformanceEvaluationand Enhance-

mentof the CSMA/CA MAC Protocolfor 802.11WirelessLANs”, Proc.

PIMRC 1996,0ctober1996, Taipei, Taiwan, pp. 392-396.

[10] F. Cali’, M. Conti, E. Gregori, “IEEE 802.11 WirelessLAN: Capac-
ity AnalysisandProtocolEnhancement’Proc.of INFOCOM '98, March
1998,S. Francisco.

[11] T.S.Ho,K. C. Chen,*PerformanceAnalysysof IEEE 802.11CSMA/CA
Medium AccessControl Protocol”, Proc. PIMRC 1996, October 1996,
Taipei, Taiwan,pp.407-411.

[12] G.Bianchi“IEEE 802.11- SaturatioriThroughputAnalysis”, IEEE Com-
municationd_etters,Volume2, No. 12, Decembed 998, pp. 318-320.

[13] D. BertsekasR. Gallagey Data Networks PrenticeHall, Inc., 1987.

[9

—



