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Abstract

As CDMA-basedcellular networks mature, the current point-to-point links usedin connecting
basestationsto network controllerswill evolve to an IP-basedRadio Access Network (RAN) for
reasonsof lower cost due to statistical multiplexing gains, better scalability and reliability, and the
projectedgrowth in data applications.In this paper we study the impact of congestionin a best-
effort IP RAN on CDMA cellular voice networks. We proposeand evaluatethree congestioncontrol
mechanismsadmissioncontrol, diversity control, and router contol, to maximize network capacity
while maintaininggoodvoice quality. We first proposetwo new enhancement® CDMA call admission
control that considera unified view of both IP RAN and air interfaceresourcesNext, we introducea
novel techniquecalled diversity control that exploits the soft-handdf featureof CDMA networks and
dropsselectedramesbelongingto multiple soft-handdf legs to gracefullydegradevoice quality during
congestionFinally, we studythe impactof routercontrolwherean actve queuemanagementechnique
is usedto reducedelay and minimize correlatedlosses.Using simulationsof a large mobile network,
we shav that the three different control mechanismsan help gracefully managel0-40% congestion
overloadin the IP RAN.

|. INTRODUCTION

Cellular wirelessnetworks have becomean indispensableart of the communicationinfras-
tructure. CDMA is an importantair-interface technologyfor cellular wirelessnetworks. It has
been selectedfor implementationin both the North American and European3G standards.
Traditionally, in thesewirelessaccessetworks, the basestationsare connectedo radio network
controllersor basestationcontrollersby point-to-point(usually T1/E1) links. Theselinks, also
called backhaullinks, are expensve and their use imposesan on-going cost on the service
providers.In suchnetworks, reliability comesat high price: by replicationof links or controllers.
As CDMA-basedcellular networks mature,the currentpoint-to-pointlinks will evolve to anIP-
basedRadioAccessNetwork (RAN). Replacingthe point-to-pointlinks betweerthe basestations

andthe radio network controllersby an IP RAN hasthe following adwantages:
« Cost- Point-to-pointlinks including T1 links are expensve and cannotbe shared.An IP

network will benefit from statistical multiplexing gains and could be sharedwith other
wirelessandwireline applications.

« Scalabilityand Reliability - Replacingpoint-to-pointlinks by a distributed IP network will
provide alternatepathsto more than one network controller therebyimproving reliability
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and scalability For example,it is shavn in [1] that addinga selectedfew pathsbetween
basestationsandnetwork controllersresultsin majority of the gainsin resilieny to failures.
. Data Applications- Increasingly a large numberof IP-based'data applications”including
web browsing, email, streamingand pacletizedvoice (voice over IP) are being offeredin
wireless networks. Hence wireless accessnetworks must supportIP traffic. An IP RAN
efficiently addresseshis eventuality
While theuseof anIP RAN resultsin the abore advantagesmechanismsnustbe designedo
controllIP RAN congestionCongestioroccurswhenthe offeredtraffic exceedgheengineeredP
RAN capacity Thereare essentiallythreeapproacheso control andavoid congestionFirst, the
network canbe over-provisionedor peak-preisionedso that congestiomever occurs.Although
simple, this is not a practicalsolution becauseaccessetwork bandwidthis still very expensve
comparedo corenetwork bandwidth.Accordingto the financialfirm FriedmanBillings Ramsg,
it costs14,000timesmoreto carryabit of informationonemile on alocal network versusalong
distancenetwork [2]. Second,one canresenre resourcesn the accessnetwork. While several
researclefforts have focusedon this problem(e.qg.,[3], [4]), inaccurateresourceestimationdue
to dynamicload patternsand/ormobility, variationsin the wirelessernvironment,and the wide
rangeof applicationcharacteristicenakesit a very hard problemto solve. Besidesgventhough
variousresenation schemedave beenproposedand implementedn routers,theseapproaches
areyet to be widely deployed in currentIP networks. The third approachis to assumea best-
effort IP RAN and use properly designedpoliciesto control and avoid congestion.This is the
focus of our paper
We studytheimpactof congestionin a best-efort IP RAN on CDMA cellularvoice networks.
Congestionntroducesloss and delayjitter in the usertraffic. Uncontrolledloss and delayjitter
could drasticallyreducethe voice quality. Thereforecongestioncontrol techniquesare essential
in maintaininggoodvoice quality. We focuson the voice applicationfor two reasonsa) current
cellular networks are predominantlyusedfor voice transmissionandb) voice hastighter delay
andloss requirementghan data(whereretransmissions an option).
We proposeand evaluatethreecongestioncontrol mechanisms$o maximizenetwork capacity
while maintaininggood voice quality: admissioncontmol, diversity control, and router control.
Call admissioncontrol in current CDMA cellular voice networks is restrictedto controlling

the usageof air interface resourcesWe first proposetwo new enhancementto CDMA call
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admissioncontrol that considera unified view of both IP RAN and air interface resourcego

adequatelynatchthe numberof voice usersto the engineereatapacity The principle underlying
both schemess regulation of the IP RAN load by adjustingthe admissioncontrol criterion at
the air-interface. Next, we introduce a novel techniquecalled diversity control that exploits
one of the uniquefeaturesof CDMA, namely macro-dversity or soft-handaoff. A cellular user
in soft-handadff transmitsand listensto multiple basestationssimultaneouslyDuring IP RAN

congestion,our diversity control techniqueallows dropping of selectedframes belongingto

potentiallyredundansoft-handaff legs, therebyreducingcongestiorgracefullywhile maintaining
adequatevoice quality. Last, we study the impactof router control in the form of actve queue
managements]. IP routersusinga drop tail mechanisnduring congestioncould producehigh

delaysandbursty lossesresultingin poor voice quality. Use of actve queuemanagemendt the
routersreducesdelaysandloss correlation,therebyimproving voice quality during congestion.
Using simulationsof a large mobile network, we evaluatethe behaior of the three different
control mechanismsand shov how thesetechniqueshelp managecongestionin the IP RAN

gracefully To our knowledgethis is the first paperto considerthe impactof congestionin IP

RAN on CDMA network performance.

The rest of the paperis structuredas follows. In Sectionll, we presentan overvien of the
problem.In Sectionlll, we presenttwo call admissioncontrol algorithmsthat take into account
boththeair interfaceandIP RAN resourceso regulateincomingtraffic. In SectionlV, we present
our diversity control techniqueghat selectvely drop soft-handadff legs to control congestionln
SectionV, we presenbur routercontroltechniqueausingactive queuemanagementn SectionVl,
we presentour simulation results demonstratingthe benefitsof all three congestioncontrol
techniquesSectionVIl containstheimpactof our policieson network provisioning. SectionVIll
containsfuture directionsfor enhancingour researchandfinally in SectionlX, we presentour

conclusions.

[I. PROBLEM SETTING

In this sectionwe describethe componentof a CDMA wirelessaccessetwork that usesan
IP RAN andidentify our problemspace Figure 1 shows a wirelessaccessetwork with mobile
devices communicatingwith basestationsover wirelesslinks. The basestationscommunicate

with the restof the voice or datanetwork throughthe accessetwork controllers(ANCS) (also
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Fig. 1. CDMA WirelessAccessNetwork with IP RAN

called Radio Network Controller RNC, in 3G UMTS [6], and BaseStationController BSC, in

CDMAZ2000 [7]). Note thatthis part of the network is commonto both wirelessvoice and data
traffic. The network separate®nly beyond the ANC wherevoice framesare forwardedto the
MSC (PSTN) and dataframesare forwardedto the Data ServiceNodes(Internet). Eachbase
stationtypically communicatesvith hundredor more mobilesand eachANC typically controls
several tensof basestations.An ANC performstwo main wirelessfunctions, frame selection
and reverse outer loop power control. Frame selectionexploits one of the key propertiesof

a CDMA network, namely soft-handof. In soft-handdf, a mobile communicatesvith more
thanonebasestationsimultaneouslySoft-handof helpsreduceinterferenceon the wirelesslink

therebyincreasingCDMA capacity When in soft-handofi, a mobile receves multiple frames
in the downlink direction (also called forward link) and combinesthem to constructa single
voice frame. In the uplink direction (also called the reverselink) the ANC receves multiple
framesfrom the mobile. It performsthe frame selectionfunction which involves selectingthe
frame with the bestquality amongthe onesit receves. If the framesfrom all the differentlegs
of a call in soft-handaff call do not arrive within a presettime interval (20msin the caseof
CDMAZ2000), the ANC forwardsthe currentbestframe to the network. In otherwords, a late
frameis treatedasif it werea droppedframe andthus, controlling delayin the accessetwork

is extremelyimportant.
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In additionto frame selection,the ANC also performsreverseouter loop power control, in
which it setstarget signalto noiseratio (E,/1;) for eachmobile at eachbasestation.The tamget
(Ew/ 1) is setsuchthatthe targetframeerror ratefor the flow afterframeselectionis maintained
belon a presetlimit (suchas 1%). Eachbasestationreceves the tamget E,/I; for eachmobile
device from the ANC andinstructsthe devicesto increaseor decreaséheir transmissiorpower.

We now describethe operationof the IP network betweenthe basestationandthe ANC. On
receving voice framesfrom different mobiles, a basestation aggreatesseveral voice frames
into an IP paclet and sendsthem out towardsthe ANC. Voice framesare typically only few
tensof bytesin length. Their aggreation helpsin reducinglP headeroverhead.Voice frames
belongingto the differentlegs of soft-handadf aretransmittedoy differentbasestationsandhence
arrive at the ANC on different IP paclets. On receving IP paclets from the basestations,an
ANC demultiplexesthe voice framesand performsframe selectionandouterloop power control
functionsandforwardsthe bestvoice frameuplink. Voice framesalsocontainpower information
thatis usedby the ANC for outerloop power control. Thereforepaclet loss, and henceloss of
voice frames,dueto RAN congestioncould resultin imperfectouterloop power control. This
could causethe power consumptionin a cell to be higherthanits expectedvalue and thereby
reducethe overall capacity Thus, controlling lossin the accesqetwork is very important.

The link leadingto the ANC is likely to becomea bottleneckduring congestiorbecausehis
link carriesthe aggreatetraffic of severaltensof basestationsWhile thelink will beengineered
to take into accountthe statisticalmultiplexing gains of this aggreation, offered traffic could
temporarily exceedthe engineeredcapacityof the link due to hot spotsor other reasonsWe
requiremechanismso responadto thesetemporarycongestioreventsin a gracefulmanner This
congestionresponses the focus of the rest of the paper While we focus only on the reverse
pathfrom basestationstowardsthe ANC, mostof the techniquegescribecherecanbe applied
to the forward pathaswell.

In summaryin this paper we will studythe effect of a single bottlenecklink in the common
path from the basestationstowardstheir ANC for aggrggated CDMA voice traffic arriving as

IP paclets and proposesolutionsto control congestiongracefully

Although, we do not study the imperfectionsin outer loop power control due to loss of power control information, our

congestioncontrol mechanismslo control IP RAN loss.
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[11. CALL ADMISSION CONTROL

CDMA systemsare typically interferencelimited and rely on the processinggair? to be
able to operateat a low signal-to-interferenceatio. In orderto minimize the interference the
mechanismadoptedoy the CDMA systemsontrolthe power emittedon eachchannel(in either
direction)to keepthe signal-to-interferenceatio (SIR) at a recever at a target value. Whenthe
power limit of a basestationis reached,the SIR can no longer be maintainedat the tamget
level, and calls servicedby the basestationare blocked or dropped.Hence,call admissionis
closelytied to power control. The call admissioncontrol in currentCDMA systemsds restricted
to controlling the usageof air interface resourcesThe point-to-pointaccesdinks betweenthe
basestationsandthe ANC are expectedto be loss-free.The presenceof anIP RAN addsa new
dimensionto this processsince a lossy or congestedest-efort IP RAN could resultin high
lossesand delays,therebyreducingthe voice quality. In this section,we describetwo schemes
to enhancethe air interface call admissioncontrol algorithmsthat also take the IP RAN loss
into consideratiorwhen deciding on admitting new calls. We first presentthe call admission
control mechanismthat considersthe air interface resourcesonly and then describeour two
enhancement® admissioncontrol that considera unified view of both the IP RAN andthe air

interfaceresources.

A. AdmissionControl at Air Interface (CAC)

We considera single base station that is serving a geographicalarea called a cell. The
relationshipbetweerreceved power atthe basestationandcell load,andanassociate@dmission
control thresholdin terms of the allowed receved power is describedas follows. The total
interferenceat a mobile includesthe interferencefrom the mobiles of the samecell and the
neighboringcells, and from thermal noise. For a CDMA cell with M signals,one for each
mobile, thereare M — 1 interferersfrom the samecell. If we assumeperfectpower control on
the reverselink and that the signalstransmittedfrom all the mobilesarrive at the basestation
with the samereceved power S, theratio of signalbit enegy F, to total interferenceandthermal

noisepower spectraldensity I; canbe expressedas|[8]

2Processingyain is definedas the ratio of transmittedsignal bandwidthto the datasignal bandwidth(information rate).
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By, S/R
I, Bu (M —1)vS(1+ f1) + NoBy’ @

where v, is the channelactvity factor f; representghe interferencedue to other cells, R
representshe mobile transmissiorrate, B,, is the spreadingbandwidth,and 1V, is the thermal
noise power spectraldensity Given a tamget E,/I;, with the processinggain representedas
G, = B,/ R, the numberof mobiles M a cell canadmitis a function of the receved power S:
1 _ NoBu
(Bo/It)vs(1+ fr)  Sve(l+ f1)

Thetotal receved power canberepresentedsPy,, = v;(1+fr)SM+N,B,,. Usingthis expression

M=1+G, @

to obtain S as a function of the total receved power andinsertingit into Equation2, we can
determinethe numberof mobiles M a cell can admit when the total receved signal power is

P, by the following equation:

1
_ S @ @)

Whenthe total receved power is restrictedto P™, the maximumnumberof connectionghat
canbe admittedby a cell is obtainedfrom Equation3 by replacing P, with P™. This forms
the basisof the air interfaceadmissioncontrol algorithm. Note that this algorithm doesnot take
the quality of the IP RAN into account.In the next subsectionwe enhancethis algorithm to
also consideraccesmetwork load.

We end this subsectiorby describingthe relationshipbetweenthe total receved power and
the cell load. The cell load, representedby p, is simply determinedoy the ratio m/mP , where
M™* is the maximumcell capacityor the pole capacity The maximumcell capacity M, can

be obtainedby setting P, — oo. Therefore, M = 14-G . Thus,thetotal receved

1
P (Ey/It)vs(1+£1)

power andcell load are relatedby the following equation:

-Ptotal _ 1 (4)
N,B, 1-p

Equation4 is usedfor call admissioncontrol enhancementi the next subsection.
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B. Enhancedadmissioncontol

In this section,we proposetwo enhancedadmissioncontrol algorithms which respondto
changes in the accessnetwork load by regulating the admissioncontrol criteria at the air
interface thereby indirectly adjusting the load entering the accessnetwork Insteadof using
the maximum allowable receved power, P™, to perform admissioncontrol, eachbasestation
usesa variablereceved power threshold,P>™, thatis periodically calculatedby the ANC. The
calculationsare basedon the air interface capacityand cell load, aswell asIP RAN lossrate.

Our enhancedadmissioncontrol schemesare called Maximum-P@werbasedcall admission
control (CAC-MPC) and Usage-basedcall admissioncontrol (CAC-UC). Both schemesshare
the samebasicapproachthe measuregbaclet lossrateis usedto calculatea power scalingfactor
a, which is thenusedto scalethe admissioncontrol threshold,P*™, for the air interface,thereby
throttling incomingtraffic andreducingcongestionWe first presenthe generaimethodologythat
we useto adaptvely quantify the loss-rateandthen presentour two admissioncontrol schemes.

1) Geneanl Methodol@y: The purposeof admissioncontrol in the IP RAN is to keepthe
paclet lossratewithin atamgetlevel, sothatthe quality of voice transmissiorcanbe maintained.
We usea feedbaclkcontrol stratgy basedon a constrainedntegral controllaw [9]. In this scheme,
the paclet transmissiorbetweenbasestationsandthe ANC is monitoredby the ANC. Sinceall
the uplink traffic will go throughthe ANC, the ANC candetectthe paclet lossin the IP RAN.
The power scalingfactor« is calculatedperiodicallyby comparingthe monitoredlossratewith
a target loss rate. With the measuredoss rate of the IP RAN representedis L and the target

lossrateas L*, the scalingfactor « for a periodn is calculatedas:

. L—L*
o, = min{max{ amin, Qn1 — T } max} ()

wherethe parametew controlsthe adaptationspeedof the scalingfactor and «,,, and a;.., are
the minimum and maximumyvaluesallowed of the scalingfactor
For an integral controller suchas ours, higher o leadsto a fasterresponseHowever, higher

valuesof ¢ can causelarger oscillation and even instabilities. Also, if |0LZ*L*

is too large, «

will be setto a value that could scaleup P*™ causingundesiredair interface control. In order
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to obtaintighter control, we constraina: within the range[amn, tma°.
2) Maximum-PwerbasedContol (CAC-MPC): In our Maximum-Paver-basedcontrol, the
admissioncontrol thresholdpower P*™ is obtainedby scaling down the maximum allowed

receving power P™ by a, whenthe measuredossrate exceedsthe tamget value:

Padm — Cz]gmax. (6)
CombiningEquation3, 4 and 6, the total numberof mobilesa cell canadmitis given by:

pole _ ,max
adm __ M — Mpole(l _ 1 p
- 14+ NyoBy -
aPMX_ N By,

)5 ()

@
wherep™ is the maximumload allowed correspondingo the maximumallowed receved power
P™. Hence thetotal loadallowedin acell is p*" = 1— l—fn—a Sincetheload cannotbe negative,
the range[a...,ama for the scalingfactoris [1 — p™ 1].

Note that Equation7 cansetthe allowed cell load to zero.We usea safe-guardnechanismnto
seta lower limit on the thresholdpower accordingto a predetermineglannedload. This also
ensuredairnesssinceonly cells with higherthan plannedload will be throttled backwhenthe

IP RAN is congestedIn this case,we set

Padm — maX{Pplan’ Oszax}, (8)

where P>" is the plannedlimit on thresholdpower.

3) Usage-basedControl (CAC-UC): In Usage-basedontrol, the admissioncontrol threshold
power P> at a cell is calculatedbasedon the currentload of the cell aswell asthe IP RAN
loss rate. The control principle is that the cells with higherload shouldbeara larger shareof
the total load reduction.Whenthe lossratein the IP RAN is higherthanthe tamget value, P>
is obtainedby scalingdown the currentreceved power P of a cell, with the scalingfactor
« obtainedusing Equation5. Sincethis canresultin a much smallerpower thresholdrelative
to the maximum allowable power P™* the power thresholdshould not be set back to P™

immediatelyafter the loss is restoredto the target level. P*™ is scaledup progressiely, using

Swith the rangeconstraints care must be taken that  doesnot get absorbednto the extreme states.Assumethat e is the
largesterror that occursoncethe systemis in closed-loopoperation.The parameterx can be preventedfrom being absorbed

into the extremestatesif o < m
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a scalingfactora greaterthanone.The usage-basepgower control algorithmis describedoelow:

lan .
max{ P*, a2 P} if o <1orL>L*

min{aP>" P">}, otherwise

Padm —

In the above equation,p™" and p* represenseparatelythe plannedcell load and currentcell
load. In orderto ensurefairnessto a lightly loadedcell whenpower is being scaleddown, and
alsoto avoid an excessvely slow responsdollowing a periodof low loss(whentheinitial value
of a is greaterthan one), the load ratio of a cell (relatve to the plannedload) is usedas an
additional scaling factor The useof the two factorstogethey insteadof using either the load
ratio or the scalingfactora separatelyresultsin fasterresponseéo congestiorandalsokeepsthe
loss closeto the tamget level. Furthermoreaswith the maximumpower basedschemewe add
a safe-guardmechanismto placea lower limit on the thresholdpower, and prevent penalizing
cells operatingbelow the plannedload.

Detailed performanceevaluation of thesetwo admissioncontrol algorithmsis presentedn
SectionVI.

V. DIVERSITY CONTROL

Recall that CDMA supportsmacro-dversity or soft-handaof (SHO) in which a mobile user
transmitsand listensto multiple basestationssimultaneously The uplink paclets receved at
the multiple basestationsare forwardedto the ANC for frame selectionand the bestframe
is forwarded into the wired network. Diversity allows mobile usersto smoothly transition
their connectionsfrom one cell to the next without loosing connecwity or suffering service
degradationsasis typical in hard-handdf scenarios.

In typical cellular networks, mobilescanbe in SHO with up to six basestationsat oncewith
one primary leg and up to five secondarylegs. Thesemultiple legs constitutewhat is known
asthe mobile’s active set. Field measurementmdicatethat CDMA voice userstendto operate
in SHO mode almost half of the time, with an averageof 1.5 legs per call. However, field
experiencealso suggestghat the time interval in which a useractually needsmore than one
leg tendsto be relatively short and that the primary leg is typically the bestquality leg. This
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indicatesthattheremay be extendedperiodsof time wherea userhasmorethanoneleg but the
primary leg might have beensuficient, resultingin someunnecessaryedundantraffic in the
wirelessaccessnetwork. Clearly how often this occursdependsheaily on the aggressieness
or conserativenesf the active setmanagemenpolicy andrelative differencesn voice quality
acrossthe diverselegs dueto the air link quality. For wirelessaccessetworks wherethe above
field obsenations hold true, one could expect non-primarylegs to be redundantoften. This
redundang can be exploited using a techniquewe call diversity control.

Diversity control selectivelydiscads uplink voice radio framesfrom potentially redundant
secondarylegs for somemobile usess at the basestationsin sud a way that the voice quality
is not noticeably degraded while reducingtraffic in the IP RAN to manae congestion Key
challengesn diversity control arethe servicedegradationandrestorationpolicies,which dictate
how usersare chosenfor and freed from diversity control, respectrely.

We proposeand evaluatetwo diversity control policies, referredto asthe service-dgradation
policy (SDP)andthe frame-discargolicy (FDP). SDPimplementsa binary service-le@el model
for eachmobile user whereinthe cells tag SHO usersas beingin a degradedor non-dgjraded
state; mobileswith degradedservicemust discardall their secondarylegs. FDPR, on the other
hand,dropssecondarylegs for SHO usersrandomly eachtime a paclet is sentby the cell.

In both policies, eachcell periodically setsa diversity control taget basedon the estimated
paclet lossratein the IP RAN“. The diversity control target for the n** control periodis a drop

probability denotedby P,, computedby a first-orderautorgressve model given as:

. L-L*
P, = max{min{0, P, + a?}, 1}, 9)

whereo, L, and L* representhe adaptatiorspeedfactor measuredossrateandtargetlossrate,
respectrely, as definedfor the admissioncontrol scaling factor in Equation5. Although this
equationis very similar to Eq. 5, the drop probability is limited to a valuerangebetween0 and
1 andthe varianceterm to adjustfor the measuredoss rate error usesa positve value for the
adaptationspeedparameterr. This ensureghat the drop probability increasesasthe measured
loss rate increasesabove the tamget and that it decrease®therwise.o controlshow smoothly

drop probabilitieschangeJeadingto higher P,, variancesaso increasesWhile highervaluesof

“Paclet lossrate estimateis conveyed to the basestationsby the ANC.
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o leadto fasterreactionto changesn rateloss,the higher P, variancesnay sometimedeadto a
relatively high meandrop probability. It is possibleto obtainfastreactvity andalow meandrop
probability without introducing high varianceby adjustingthe drop probability in a non-linear
(e.g.,exponential)fashion.However, a discussiorof this topic is beyond the scopeof this paper

Oncethe drop probability is computed,the SDP and FDP policies differ on how it is used
to discardthe traffic for non-primarylegs. In SDR the drop probability representsa service
degradationthresholdfor eachcell. This thresholdindicateswhat percentagef SHO usersneed
to be in a degradedservicestatefor the durationof the control period and usersare randomly
selectedfor degradation.In FDP, the drop probability representghe frame drop probability
for eachcell. Every time a cell assemblesan aggreated IP paclet to sendto the ANC, it
randomlydropssecondaryoice framesaccordingto the frame drop probability Note that the
key differencebetweerSDPandFDPis thatSDPdoesnot considerthe numberof SHOlegseach
userhasin its selectionprocessandit forcesthe discardof all of a degradedusers non-primary
legs.

Restorationis the counterparto the degradationpolicies.In SDR a degradeduseris restored
at a control period arrival whenits service-l@el statusis toggledto non-degraded.As a result,
a diversity control period constitutesthe minimum amountof time a degradeduser must wait
prior to beingrestored.In FDP, on the other hand,restorationsoccur on a perleg, per paclet-
basis,as previously discardedegs are re-enabledo transmit. ConsequentlyFDP exerts a finer
grain control by randomizingthe selectionof framesto be discardedon every single paclet
transmissionwhich occursin the millisecond timescalerather than on the secondtimescale
wherethe SDP diversity control period operates.

Since SDP explicitly affects peruserstate,diversity control comesinto play on call handof
events,wherea changein a users actve setneedsto be managedFor instance,f a degraded
userloosesall its non-primarylegs on a handof, shouldthis userbe restored?f, on the other
hand, the handof would add more legs shouldthe new legs be degraded?For simplicity, we
assumehat degradedusersarerestoredif they looseall their secondaryjegs andthat degraded
usersare prohibitedfrom addingarny morelegs dueto handof. FDP would be affectedby call
handofs if they wereto trigger the re-computatiorof cell frame dropping probabilitiesbut for
simplicity, we make no suchassumption.

Diversity control, by itself, might not be suflicient to recover from congestionparticularlyin
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situationswherethe instantaneouamountof diversity to be exploited is low or the congestion
is very high. As a result, it is adwantageougo apply diversity control in conjunction with
load control, to ensurethat they jointly achieve the goal of maintaininggood call quality (by
minimizing the averageuserframe error rate, FER).

In SectionVI, we evaluatethe potentialbenefitsof diversity control and discussthe impact

of a joint diversity- andload-controlon the CDMA network.

V. ROUTER CONTROL USING ACTIVE QUEUE MANAGEMENT

When congesteda router typically follows a drop tail policy where paclets arriving at the
routerare queuedaslong asthereis spaceto buffer themand droppedotherwise.Even though
it is simpleto implement,the drop tail policy posestwo importantproblems.

« If the buffer sizeis large, the queuingdelayscan be very high. Given the frame selection
deadlineof 20ms for CDMA2000 networks at the ANC, thesedelayswould causethe
transmittedpacletsto arrive at the ANC too late to be of any use.However, if the routers
could provide the requireddelay boundthen this problemdoesnot exist.

« The paclet dropstendto be bursty In a CDMA systemframesfrom calls in soft-handof
arrive in differentIP pacletsat the IP bottlenecklink at aboutthe sameinstant.If the loss
Is bursty, the multiple framesassociatedvith differentlegs of a soft-handof call could be
droppedat the sametime. Whenthe numberof calls in soft-handdf is large and multiple
framesassociatedvith different legs of the soft-handof are good (meaningthat it will
suffice even if arny one of theseframesis receved at the ANC), the bursty loss would
increasethe probability of frame error.

Active queue managemen{AQM) [5] is a form of router control that attemptsto provide
congestiorcontrolby monitoringthe congestiorstateof arouterqueueandpro-actvely dropping
paclets beforethe buffers becomefull andqueuingdelaysbecometoo high. Someof the AQM
policies (for e.g.,[10]) drop pacletswith a certainprobability to avoid bursty loss.

It appearghatthe randomdroppingandtight delayfeaturesof AQM policiesare an excellent
fit for the uniquedelay deadlineand soft-handdf requirementsof a CDMA accessnetwork For
example,an AQM policy could reducethe queuingdelaysin the routersso thatthe voice frames
could be receved at the ANC by the deadline.An AQM policy could also help preventall the

framesassociatedvith different legs of a soft-handof call from being dropped.It should be
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notedthat proposingor designingan efficient AQM policy is not within the scopeof this paper
Rather we want to studythe impactof router control using ary reasonableAQM policy.

In orderto examinethe benefitsof AQM, we studythe usea variantof the RED AQM policy
called SRED,first proposedn the context of signalingoverloadcontrolin [11]. This policy uses
a timer-basedapproachin which the bottleneckqueuelengthis measuredand an exponentially
weightedmoving average,@,, is computedevery T time units. @,, is comparedo a minimum
and a maximum queuelength, denoted@,,.;, and Q... respectrely, and a fraction of paclets
that could be allowed into the queueis computed.The function for determiningthe fraction

allowed in the (n+1)'th interval, f,,. is describedbelow:

fmina Qn 2 Qmax
fn+1 - 1’ Qn S szn
max (fmin, %) , otherwise

fmin 1S the minimum fraction allowed in a given time intenal. It is setto a very small value.
Oncethe fraction allowed is computed,a deterministicalgorithm, first proposedoy Hajek [12]

and shavn to perform well in [11], is usedto drop incoming paclets. Hajek’s deterministic
algorithmis describedelow. A variabler is first initialized to 0, thenthe forward/dropdecision

proceduredescribedbelow is used.

r:=1r+ fa.
Iif »>1
r=r—1

forward paclet

elsedrop paclet.

In the next section, we evaluate the performanceimpact of all three congestioncontrol

techniqueson the IP RAN.

V|. PERFORMANCE STUDY

In this section,we study the performanceof our congestioncontrol policiesin a CDMA [P
RAN with asinglebottleneck We usea customdesignedimulator The simulatorconsistsof two
parts. The first part simulatesusermobility, call generationcall terminationand soft-handadfs.

The secondpart of the simulatorusesthe tracesgeneratedrom the first part and simulatesthe
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Fig. 2. Soft-Handof Regionsfor a5 X 5 cellular network

generationand aggreation of voice frames,IP paclet transmissiorthrougha single bottleneck

link, andframe selectionat the ANC.

A. SimulationModel

We now describeour model andthe variousparameterghat we usein our simulationstudy

1) Mobility Model: In orderto simulatea very large PCS network we use a wrap around
technologyasadwocatedby the authorsin [13]. This approacteliminatesthe boundaryeffectsin
anun-wrappedopology We simulateour PCSnetwork usinga wrappedmeshtopologywith the
numberof cells rangingfrom 25 to 64. In orderto simulatesoft-handadfs, we assumehat cells
arerectangulaandall neighboringcells (top, left, bottom, right) overlap. This resultsin regions
in the network with one, two, andfour soft-handaf legs as shavn in FigureVI-A.1. A similar
approachusingrectangularcells but with overlap betweentwo neighboringcells only (resulting
in regionswith oneandtwo soft-handadf legs) hasbeenusedin [14] and[15]. We assumehat
the mobile user spendsan exponentialamountof time in eachregion with averageresidence
timesin regionswith one,two andfour legs distributed with the ratio 10:4:2.5.The movement
of the mobile usersis basedon the two-dimensionarandomwalk model usedin [16]. In this
model, the mobile usersmove to one of their neighboringcells with equal probability In our
simulation,while the useralways movesfrom a one-lgy to a two-leg region andfrom a four-leg

to a two-leg region, we bias the movementsfrom two leg regions, suchthat thereis a 80%
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chanceof goingto a oneleg region and only a 20% chanceof going to a four-leg region. This

movementbehaior coupledwith the averageresidencdimesin the differentregionsgivesus an

averageactive soft-handadf leg valueof 1.44. This is betweenthe valuesof 1.2 and 1.7 average
legs as presentedn [17] andwithin the rangeevaluatedfor a nominal propagtion ervironment
in [18]. Mobiles are generatedandomlyand uniformly acrossthe cells. In orderto load a cell,

we generatecall arrivals for eachmobile user The call rate varieswith the requiredsimulation
load of the cell. The arrival rate per useris determinedas follows.

We start with the assumptiorthat call arrivals at eachuserare basedon a Poissonprocess
with a meanarrival rate A andthe call holding times are exponentiallydistributed with a mean
value 1/u. Now, if the call holding times were always smallerthan the call inter-arrival times
then A\ could be simply determinedas a function of the requiredcell load and the numberof
users.Interestingly evenif we pick the meanarrival rate \ to be lessthanthe meancall holding
rate i, inter-arrival timescanbe smallerthancall holding times.In suchsituations,a call arrival
event doesnot resultin an actualcall. In other words, a mobile userinitiating a call at time
t, cannotmake anothercall soonerthant, plus the call holding time. In orderto take the call
holding time into accountin generatinghe requiredcall load we usethe following analysis.

Let X be a randomvariablethat representshe call holding time. Let Y be anotherrandom
variablethatrepresentshe time betweenwhena call is over until the time the next call is made.

Therefore the intenal betweentwo calls (T) is given by
T=X+Y.

As notedearlier E[X] = 1/u. Also, sincethe call arrival eventsare generatedrom a Poisson
distribution, the interarrival time is exponentially distributed. Now, due to the memoryless
property of exponential distributions, the time of a call arrival starting at an instancet, is

independentof the time of a call arrival starting at an instancet, + X. This implies that

E[Y] = 1/\. Therefore,

E[T] = E[X]+ E[Y]
= 1/p+1/A
The effective meancall arrival rate, \.s, is 1/ E[T].

For determiningthe meancall arrival rate,we first find the ¢y asa functionof the simulation

load of a cell andthe numberof mobile users.Next, we usethe above relationshipto obtain A
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asa function of A.s;. In summary althoughcall arrival eventsare generatedat every userwith
a meanarrival rate \, not all arrivals resultin an actualcall. Effectively, calls are generatecht
arate \.s; which is lessthan \.

2) Air Interface Parametes: The simulationparameteradoptedfor the air interfaceare as
follows. We use three sectorsper cell in our simulation, and the sectorizationgain is set to
2.55[19]. This amountsto a sectorizatiorefficiengy of 0.85for a threesectorantennaWe set
the ratio of bit enegy to noise density E,/I, to 7 dB, the spreadingbandwidth B,, to 1.23
MHz, thermal noise of a cell N,B,, to —108 dBm, voice rate to 9.6 kb/s and actwity factor
to 0.5, and other cell interferenceparameterf; to 0.67. The maximumallowable cell load and
engineeredoad for eachcell are 0.9 and 0.7 respectiely. The RAN is provisionedto support
the total engineeredoad of all the cells. While the modeling of the dynamic quality behaior
of soft-handaff userlegs remainsan openresearchissue,we assumeda simple model where
weightsare assignedo eachuserleg, addingup to 1.0 acrossall legs and biasingthe weight
of the primary leg to be highest.

In orderto isolatethe effectsof congestiorin the RAN, we assumehatthe bottleneckis only
in the IP RAN andthereis enoughcapacityat the air interface. Basedon the call arrival and
handof eventsin the trace,we generatevoice framesevery 20msfor eachactive call. These
framesare sentto the appropriatebasestations.The basestationsthen aggreate theseframes
into IP pacletswhich arethensentto the ANC throughthe bottlenecklink. The provisioningin
the RAN is suchthat whenthe load of all the cellsis 0.7, the plannedload, and the bandwidth
utilization of the bottlenecklink in the RAN is 0.90. The maximumdrop-tail routerdelayis set
to 20ms.

The scaling factor for load control in the RAN is calculatedusing Equation5. For both
maximum-paever-basedoad controlandusage-baseldad control,thetypical parameterare0.01
for the targetedpaclet lossrate at the RAN, 0.01 for the scalingfactor adjustmentparameters
o, and 0.1 for the minimum value of «. The maximumvalue of « is setto one for maximum-
power-basedoad control,and 1.3 for usage-baselbad control. The typical control interval time
period when parametersare updatedis five seconddor both admissioncontrol schemes.

The parametersisedin our simulationare summarizedn Tablel.
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Parameters Values

Ey/1I 7dB
B, 1.23MHz
NoB,, —108dBm
SectorizatiorEfficiency 0.85
Voice Rate 9.6Kbps
Inter-frame Separation 20ms
vy 0.5
fr 0.67
P 0.9
P 0.7
Maximum Drop-Tail Delay 20ms
Qmin 0.01
CAC-MPCimax 1
CAC-UC:amax 13
TABLE |

SIMULATION PARAMETERS.

B. PerformanceMetrics

In orderto studythe impactof our control policieson the CDMA network with an IP RAN,

we usethe following three performancaneasures.

« Call blocking rate - Call blocking rate is definedto be the numberof calls blocked over
the numberof calls receved. This measureshows the direct impact of IP RAN capacity
limitations on CDMA network capacity

. FrameError Rate(FER) - The frame error rateis definedto be the numberof framesnot
receved at the ANC over the numberof framessentby the mobile users.We study both
averageand instantaneou$ER.

« Burst Size- Burstsizeis definedto be the numberof consecutie frameswith errors.

The frame error rate and burst size togetherrepresenta good measureof user voice quality
while the call blocking rateis a good measureof network efficiency. We now look at our three

congestiorcontroltechniquesandstudytheimpactof congestioron theseperformanceneasures.
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Fig. 3. Performancemetricsof CAC, CAC-MPC, and CAC-UC asa function of offeredload: (a) averagepaclet lossrate; (b)

averagepower threshold;(c) averageframe error rate; (d) averagecall blocking rate.

C. Performanceof Call AdmissionControl Algorithms

We comparethe performanceof threedifferentadmissioncontrol schemes- the basicscheme
that controls admissionin the air interface (CAC) by using a receved power threshold,and
the two enhancement@CAC-MPC and CAC-UC) that measurepaclet lossrate to regulatethe
admissioncontrol power threshold.In additionto the call blocking rate andthe frameerror rate
performanceneasuresye alsoevaluatethe performanceof the threeschemesvith respecto IP
paclet (aggreatedframes)lossrate andaverageadmissioncontrol power thresholdvaluessince
theseparametersmpactthe admissioncontrol algorithmsdirectly. The averagepower threshold
value is normalizedwith respectto the maximum allowable receved power in eachcell, and
averagedover all cells. We alsostudythe impactof load control parametersncluding the target
lossrate, L*, the load control intenal, and scalingfactoro.

We comparethe performanceof the three schemesusing averagevaluesof the performance
measuresver the entire duration of the simulation. This is followed by a comparisonof the
temporalbehaior of the threeschemesLast, we examinethe sensitvity of our enhancectall

admissioncontrol schemego differentsystemparametewnalues.
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1) PerformanceComparisonof CAC, CAC-MPC, and CAC-UC: Fig. 3 (a) and(c) shaw the
variation of the averagepaclet lossrate andreceved voice frameerror rate asa function of the
offered load. The lossrate is almostzero until the offered load exceeds0.7, the plannedload.
Both maximum-paver-basedcontrol and usage-basedontrol are seento maintainthe average
lossrate at the targetedlevel, 1%, which is up to 8 times lower thanthe performanceof basic
CAC. Fig. 3 (a) and(c) alsoshaw thatthe averageframe error rate andthe averagepaclet loss
rate behae almostidentically with changingload. We find similar behaior in othersimulations
aswell.

Whenthe accessetwork is congestedthe two enhancedadmissioncontrol schemegeduce
the thresholdpower for admissioncontrol. As a result,new calls from heavily loadedcells are
blocked. Fig. 3 (d) shaws that the blocking rate of all the schemesncreaseslmostlinearly as
theloadincreasedeyond0.8. As expectedthe blockingratesof the enhanceg&dmissioncontrol
schemesare higher than that of the basic CAC schemeln practice,due to the self-regulating
behaior of reverseouterloop power control, the ANC would instruct the mobilesto increase
their power levels sinceit typically assumeghat lossesonly occurin the air interface. This
would resultin a higher blocking rate than the blocking rate shavn in the figure for the basic
CAC scheme.

Fig. 3 (b) plots the averageadmissionpower levels for the schemeslt can be seenthat
CAC-UC allows up to 20% higher averageadmissionpower than CAC-MPC. This is because
CAC-UC responddasterto the changingpower level in eachoverloadedcell. However, dueto
the non-linearrelationshipbetweenthe admissioncontrol power thresholdand the air interface
capacity the relatve decreasen blocking rateis much smallerthanthe relatve increasen the
admissioncontrol power. The call blocking probability for CAC-MPC and CAC-UC is seen
almostidenticalin Fig. 3 (d).

Fig. 4 shaws the probability of occurrenceof successie frame errorsdenotedby the burst
size parameterWe find that both the load control schemeskeep the burst size low with the
CAC-UC schemeperformingslightly betterthanthe CAC-MPC schemeAs expected the basic
CAC schemedoesnot performaswell, shaving higher burst losses.

2) SystenDynamics: In orderto understancand comparethe temporalbehaior of the three
schemesye usea snapshobf the simulationbetween7500 secondsand 8000 secondsFigs. 5

(a) and (b) depictthe variationwith time of offeredcell load, the power thresholdfor admission
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Fig. 4. Probability vs Burst Size, offeredload = 0.85, for CAC, CAC-MPC and CAC-UC

control, and paclet lossrate at two valuesof averageofferedcell load, 0.8 and0.9.

As before,maximum-pever-basedload control resultsin a lower (more conserative) power
threshold;consequentlythe thresholdneedsto be adjustedless often and less drastically as
comparedto usage-basetbad control. At the higher offered load, both load control schemes
apply a lower power threshold,while CAC-UC also adjuststhe thresholdmore frequentlythan
CAC-MPC. Both the load control schemesgffectively control the paclet loss rate keepingit
stableand closeto the taget. Figs. 5 (a) and (b) alsoshav that CAC-UC and CAC-MPC have
similar behaior of paclet lossvariationwith time.

Theinstantaneouframeerror rate,which directly impactsvoice quality, is shavn in Fig. 6 (a)
and(b), again in the time-windov between7500and8000secondsSimilar to the instantaneous
loss rate, the frame error rate is well-controlled under both load control schemesAt light to
mediumloads,the frame error rateis reducedfasterby usage-basedontrol thanby maximum-
power-basedcontrol, but the former schemealsoresultsin larger andmore frequentoscillations.
The frame error rate variation is smaller at higher loads, since the admissioncontrol power
thresholdis bettercontrolled.

3) Sensitivityto Target LossRate Control Interval, and Load AdaptationSpeed: We study
the systemperformanceat three different valuesof the target loss rate: 0.008,0.01, and 0.03.

Fig. 7(a) shawvs thatthe proposedoad control schemesaneffectively guarantea rangeof voice
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Fig. 5. Time variation of offeredload, power thresholdand paclet lossrate for CAC, CAC-MPC and CAC-UC: (a) at offered
load 0.8; (b) at offeredload 0.9

frame error rates(and similar IP paclet lossrates).Fig. 7 (b) shavs that blocking increasesas
the target loss rate is lowered (therebyincreasingvoice quality). As before, CAC-UC allows a
higherpower thresholdfor admissioncontrolthan CAC-MPC,andcorrespondinghjhasa slightly
lower call blocking rate.

In order to study the impact of the control interval at which paclet loss is estimatedand
power thresholdsare computedby the ANC, we perform simulationsfor three valuesof the

control intenval: one second five secondsand 10 secondsFig. 8 (a) shavs that more frequent
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load control leadsto lower averagelossratefor both control schemesat moderatelyhigh loads.
At very high loads,this effect becomedessimportant,becausehe large differencebetweerthe
currentandtarget valuesof the paclet lossrateresultsin a very aggressie load reductionwithin
a single control intenal. Fig. 8 (b) shows that the blocking rate doesnot changeappreciably
with the testedcontrol intervals.

The control factoro in Equation5 controlsthe adjustmentrate of the load control parameter
a with respectto changein loss. Henceit controlsthe rate at which the RAN load is adjusted
towardsthetargetvalue.We examinethe systemperformancewith differentvaluesof ¢. Figure9
shawvs how the performanceof the call admissioncontrolalgorithmsasa functionof o. A higher
value of ¢ is seento resultin lower averageloss rate at moderatelyhigh loadsonly. The effect
of o on the overall blocking rateis small. Our simulationsalsoindicatethat a highervalueof ¢
reduceghe frameerror rate faster but resultsin more oscillatory behaior. In our simulations,a

valueof 0.01for o achievesgoodresponséo changingoad conditionswith minimal oscillations.

D. Impactof Diversity Control

We conducta setof simulationsto evaluatethe performanceof the service-dgradationand
frame-discardoolicies (SDP and FDP) for diversity control introducedin SectionlV.

Fig. 10(a) shavs frame error rates (FER) while Fig. 10(b) depicts call blocking results.
As the mean offered cell load varies from 70% to 95%, both figures compare:a) the per
formanceof call admissioncontrol (CAC) only, against b) the performancegains of adding
usage-baseddmissioncontrol (CAC+UC= CAC-UC), and c) the additional gains of adding
diversity control(CAC+UC+DIVC= CAC-DIVC). Thediversity control periodis setto 1 second,
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Fig. 10. Performanceof CAC andthe incrementalgains of diversity andload control with respectto: a) meanuserFER; b)

call blocking rate.

aspreliminarysensitvity studiessuggesthisto beareasonabl®alancebetweercontroloverhead
andreactvity. Theadmissioncontrolperiodis setto 5 secondsasdonein all previousadmission
control experiments.The drop probability is computedby Equation9.

The DIVC curvesshown arefor theframe-discargolicy, FDPR, asperformancdor the service-
degradationpolicy, SDR is virtually indistinguishablefrom FDP Interestingly we obsene that
althoughboth policies differ on how they discardframesfor certainmobile users,the diversity
selectioneffect at the ANC masksthesedifferencesresultingin anuplink traffic streamwith the
sameFER in both casesThis suggestshat both streamgperformcomparablywell in discarding
the legs of leastquality.

Fig. 10(b) shavs thatthediversityandcall admissiorcontrolsexhibit comparableall blocking
rate at all loads (note that the CAC-DIVC and CAC curwes are almostidentical). This demon-
stratesthat the enhancedadmissioncontrol is rarely triggered,if at all, so ary call blocking
obseredis dueto the basicCAC schemeandnot dueto IP RAN capacityconstraintsDiversity
control operatesat the relatvely low call blocking ratesof CAC while maintainingthe FER
at or belov the tamget level of 1%. Thus, diversity control delivers both low blocking and the
desirableFER resultingin a gracefuladaptationto congestion.

Intuitively, by discardingframesat the cells that would have likely beenredundantin the
diversity selectionprocessat the ANC, the paclet lossratein the RAN is reduced.This keeps
the FER belown the trigger point where load control would have beenneededto increasecall
blocking in orderto reducepaclet loss. For instance at a load of 95%, usingload control only

to reducecongestiorrequiresabouta 6% increasen the call blocking rateto maintaina target
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FER belov 1%. CAC, on the other hand,operatesat low blocking ratesbut doesnot reactto
ary fluctuationsin RAN congestiorstateresultingin large increasesn FER aslossin the RAN
increasest higherloads.This illustratesanimportantpoint: provided that soft-handoff legs have
a high probability of beingredundanmostof the time, diversity control resultsin a win-win by
reducinglossin the RAN andalso maintaininglow call blocking rates.

Recall that the aggressienesswith which diversity control reactsto changesin measured
rate loss is controlled by the adaptationspeedparameters. We obsere that a value of 0.10
for o, usedfor the simulationresultsshavn in Fig. 10, provides a good balancebetweenfast
responsienessaandmeandrop probability Thoughthe variancewasreasonablegfforts to further
reduceit by lowering the value of & would make the control’s responsesluggish,causingthe
load control to be triggeredand subsequentlyncreasethe call blocking rate. For instanceat a
load of 95%, valuesof 0.05and 0.01 for ¢ yielded call blocking ratesof 11.7% and 13.2%,
respectrely (contrastingwith the 9.5% obsenredfor ¢ = 0.10). This clearlyillustratesthat while
the joint operationof diversity andload control is effective at maintainingthe target FER, the
trigger point for load control dependson the aggressienesswith which the diversity control is
tunedto reactto congestiorepisodes.

It is desirableto use a fast-actingdiversity control whenever possiblein orderto avoid or
minimize the increasein call blocking ratesthat will ensuewhenthe load control is triggered.
However, regardlessof how aggressie the diversity control policy is, its capabilitiesarelimited
by the averageamountof redundantiataavailablefor discardat the cells. Whenthe averageload
increasedeyondthe limits of whatdiversity control canmanageload control shouldbe applied
to increasecall blocking ratesin orderto ensureacceptableguality levels are maintained.The
applicationof both load and diversity controls,in fact, achieves the joint goal of maximizing
network call capacitywhile minimizing voice quality degradationsduring congestiorepisodesn
the IP RAN. Note thatthe benefitsof a joint diversity- andload-controlledRAN arenot visible
in Fig. 10 becausehe offered load rangedepictedis well within the limits of what diversity
control canindependentlymanage Simulationexperimentswith both controlsoperatve confirm
that diversity control hasa dominanteffect in this load range.

In conclusion,since diversity control exploits traffic redundang, it can be a very effective
congestioncontrol techniqueby adaptingto congestionwithout either increasingthe frame

error rate or blocking. However, its performancedependscrucially on the averageamountof
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redundang per user(i.e., numberof SHO legs) as well ason the ability to selectlow-quality

legs to be discarded.

E. Impactof RouterContmol Using AQM

We now studythe impactof routercontrolusingactive queuemanagementAQM) by turning
AQM on and off in the router The AQM policy usedin thesesimulationsis describedin
SectionV.

We first considerthe scenariowhere a router guaranteeshat paclets do not experienceary
delay more than a pre-specifieddelay threshold.The router queueis setto a maximumlength
suchthat the queuingdelay never exceedsthe delay threshold.Any paclets arriving whenthe
gueueis full are droppedin a drop tail manner If this delay thresholdis setto the time by
which the paclets are expectedto arrive at the ANC then all paclets arrive in time at the
ANC. We find that turningon AQM in this scenariodoesnot help improve the CDMA network
performanceln fact, both the blocking rate and averageframe error rate are slightly worsethan
the scenariowhen AQM is turnedoff. Therearetwo reasondor this behaior. First, the router
is ableto boundthe delaysof paclets within the requiredthreshold.An attemptto reducethe
delay causesunnecessarjoss. Proactvely droppingpaclets doesnot speedup the load control
becausdoad controloperatesat muchlargertime scaleq5 seconds)Secondjn our experiments,
the probability of multiple framesassociatedvith differentlegs of a soft-handadf beinggoodis
low. This implies that randompaclet droppingdoesnot necessarilyensurethat a good frameis
receved at the ANC. Hence,thereis no drasticimprovementin the frame error rate.

Whenthe routeris not able to provide the requireddelay guarantegfor example,to accom-
modatedata bursts), we find that turning on AQM helpsimprove performanceconsiderably
especiallywhen no additional controls suchas load control or diversity control are applied at
the ANC. We conductan experimentin which the requireddelaythresholdat the ANC is 20ms
but the router queuesup paclets with a maximumdelay of 30msand usesSRED asthe AQM
policy. Fig. 11 (a) shows the frame error rate as a function of frame number Here, only the
basic CAC schemeis being used.The averagecell load offeredto the IP RAN is 85% of the
maximumcell load. This is muchmorethanthe load (70%) thatthe line capacityis provisioned
to handle.We seethat without AQM, the frame error rate is very high and closeto 100% but

with AQM, the frameerrorrateis broughtdown to lessthan10%. This is becausehe bottleneck
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Fig. 11. FERvs FrameNumber Offered Load = 85%, Maximum RouterQueuingDelay = 30ms(a) CAC (b) CAC-MPC

gueuebecomesdull very fastandpacletsdo not getprocessedastenough Every paclet arriving
after the queueis full or nearly full suffers a delay greaterthan 20msand arrives at ANC too
late. We also find that the averageframe error rate over the entire simulationtime is reduced
from 98% to 4%, whenusing AQM with the basicCAC scheme.

Fig. 11 (b) shaws the frameerror rate asa function of frame numberwhenmaximumpower-
basedload control is usedwith AQM turned on and AQM turned off. We find that without
AQM, high delaysin routerqueuedueto drop tail paclet droppingcauselarge spikesin frame
error rate. The magnitudeof thesespikesis broughtdown when AQM is applied.We obsene
thatthe spikesare several hundredframeswide. This is becauseur load control policy controls
admissionof new calls only and doesnot drop existing calls. The existing calls could continue
to contribute to the congestionfor several secondslin our experimentsusing AQM and CAC-
MPC, we also find that the call blocking rate is broughtdown from 15.7%to 13.4% and the
averageframe error rate during the entire durationof the simulationis reducedfrom about2%
to 1%. As expected,our experimentswith other maximum queuingdelay valuesshow that as
the maximumrouterqueuingdelayvalueis increasedi.e., the drop tail buffer sizeis increased)
the improvementdueto AQM becomeseven higher

In summary router control using an AQM policy that ensuressmallerdelayswill resultin

better CDMA network performance.
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VII. IMPACT ON NETWORK PROVISIONING

Voice transmissiongenerallyhave high quality requirementand peakprovisioning could be
usedfor supportingvoice callsin the IP radio accessetwork. However, the dynamicvariations
in call traffic patternamayresultin undetutilization of a peakprovisionedIP RAN. Additionally,
the rapid growth of wirelesstraffic and the evolution of radio technologymay quickly render
the resourcesn an existing peak-preisionedIP RAN in-sufficient.

In previous sections,we have shovn that our proposedcongestioncontrol algorithmscould
effectively control the network load and maintain the expectedvoice quality under various
network conditions.In this section,we study the effect of efficient load control on network
provisioning. We considercells that have three sectors,and eachsectorhasthreecarriers.The
air interface parametersare the sameas in SectionVI, and the plannedair interface load to
supportis alsosetat 0.7. We first vary the numberof cells connectinggo one ANC andcompare
the numberof OC-2 links neededo supportthe requiredvoice quality. Next we vary the number
of OC-3links in the IP RAN, and comparethe numberof cells that can be supported.

Fig. 12 (a) depictsrespectrely the numberof OC-3 links neededo supportthe traffic from
variousnumberof cellsto the ANC usingpeakprovisioning andefficient provisioning enhanced
with our load control algorithms.With the sametarget voice quality, the provisioning with our
algorithmsis seento requireup to 20% lessOC-3 links. This reducesthe IP RAN bandwidth
costsignificantly

50C-3 standsfor Optical Carrier Level 3 and correspondso 155.52Mb/sec[20].
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With an IP RAN provisionedin advance,Fig. 12 (b) shavs the numberof cells that can be
supportedvith andwithout load control algorithmsenabled With load control, about30% more
cells can be supportedby an existing IP RAN provisioning. In other word, if the numberof
cells connectingo an ANC is fixed, up to 30% moretraffic is allowed for eachcell without the

needto upgradethe IP RAN.

VIII. FUTURE DIRECTIONS

In this sectionwe presentand discusssomefuture directionsfor enhancingour research.

A. CongestionControl for Data

Oneinterestingdifferencebetweenvoice anddatawith respecto the frameselectionfunction
of the ANC is that while the bestvoice frameis always forwarded,the bestdataframeis only
forwardedif the cyclic redundang check (CRC) is successfulThus, one can further improve
diversity control techniquesby dropping data framesthat fail the CRC at the base station.
Currently we are studyingthe impactof thesetechniquedor IP RAN congestiorcontrolin the

presenceof wirelessdatatraffic.

B. Congestionin the Downlink Direction

The focus of this paperhas beencongestionin the uplink direction. While call admission
controlandroutercontroltechniquesreapplicableequallyin bothdirections the useof diversity
control in the downlink directionis not as straightforvard. This is becausein CDMA systems,
while frameselectionfrom differentlegsis performedin the uplink direction,framecombining
(using maximal rate combining) is performedin the downlink direction at the mobile device.
This requiresthat all basestationstransmitthe sameframe at the sametime in the downlink
direction.Thus,droppingof framesfrom selectedegs during soft-handaf usingdiversity control
could resultin higher error ratesfor a given mobile device but this also reducesthe overall
interferencdevel on the wirelessdownlink and could resultin betterreceptionfor othermobile
devices.A detailedstudyof diversity controlin the downlink directionis necessaryo determine
its efficagy. It is importantto notethatin the downlink directionIP multicast(e.g.sourcespecific
multicast[21]) could be usedto transmitthe framesfrom the ANC to multiple basestations,

therebyreducingthe usageof the link connectingthe ANC andthe router
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C. WirelessRAN

Sofar, we have assumedhat the radio accessetwork is comprisedof wired links with fixed
capacitiesHowever, it might be advantageousn certainlocationsto connectbasestationsto a
network controllerthroughfixedwirelessbackhaulinks (possibly multihopfor rangeextension).
Theemeging IEEE 802.16standard22] with rangeup to 30 milesis onesuitablewirelessRAN
technology In this case,capacityof the RAN is no longer fixed and congestionin the RAN
could also be causedby variationsin the wirelesslink capacitypotentially due to interference
or atmospherieffects. An adaptve solution,asproposedn this paper is essentiain combating

thesedynamiccongestioreventsin the wirelessbackhaul.

IX. CONCLUSIONS

In this paper we studiedthe problemof congestiorcontrolin the IP RAN of a CDMA wireless
accessietwork andexaminedthreecontroltechniquegalledadmissiorncontrol, diversity control,
and router control.

In the caseof call admissioncontrol, we presentedwo enhancedadmissioncontrol mecha-
nisms. Theseschemesnake use of a variable power-basedadmissioncontrol thresholdat the
air interfaceto regulateload enteringthe RAN. Simulationsshav that both algorithmsare able
to control paclet lossrate and frame error rate in the RAN at a desiredlevel. The usage-based
control schemeachieres a higher power-thresholdand henceslightly lower call-blocking than
the maximum-paver-basedscheme put the latter schemeresultsin a smootherlessoscillatory
control. Both algorithmswere also shovn to be robust to the control parametersin the case
of diversity control, we proposediwo novel policies called Service DegradationPolicy (SDP)
and FrameDiscard Policy (FDP) for gracefully adaptingto congestion.The resultswere very
promising.Both policieswere shovn to be ableto adaptto significantcongestiorwithout either
increasingthe frame error rate or blocking. In the caseof routercontrol, we evaluatedan actve
gueuemanagemenpolicy called SRED andfound that routercontrol that ensuredow delaysis
essentiafor achiezing low frame error rate during congestion.

In the future, issuesrelated to data traffic, downlink congestion,and wireless RANs as

discussedn SectionVIll, needcarefulexamination.
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