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Abstract

Energy conservation is important for ad hoc networks. H@asdittle effort has been made to carefully study the
energy cost metrics upon which the design of various eneffggiemt algorithms is based. More specifically, most
existing energy consumption models only considered eneagy in exchanging data packets, although common
wireless protocols also need control packets (e.g., ACK)r8édiable data transmissions. Without considering
the energy cost for exchanging control packets, theseimyishodels tend to underestimate the actual energy
consumption, and thus leading to suboptimal energy effidenigns. In this paper, we develop energy consumption
models that take into account energy consumption due topdeteets, control packets and retransmission. We verify
by simulation that our models match the actual energy coptommuch better than existing models. In addition,
we show that a minimum energy routing protocol based on aarate model of ours performs much better than

those based on existing models.
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. INTRODUCTION

In wireless networks with battery powered nodes, energgieffcy is a very important consideration.
The most common technique to achieve energy efficiency ireless networks is the power control
scheme, in which a node transmits data packets to its neigittbe minimum required power level [7].
However, this scheme only minimizes the transmission pomitiin a node’s neighborhood.

Since the power of a transmitted signal is attenuated atafeeaf1/d", whered is the distance between
a sender and a receiver ands the path loss exponent between 2 and 6, transmitting @etieefs directly
to a node may consume more energy than going through sonmrened&te nodes. Accordingly, several
energy-aware multi-hop routing protocols for wireless ad hetworks have been proposed to minimize
the total power over all the nodes along the path between @esaund a destination [1]-[5]. The energy

consumption models used in these protocols can be geneladlyified into the following three categories:

(1) Total Transmission Power model: This model simply sums up the transmission power of the data
packet at each link. With this model, a minimum energy raypnotocol can use the transmission power
as the link cost and select the route that minimizes the toa@lsmission power along the path. For
example, PAMAS [1] uses the Dijkstra’s shortest path athamito search for the minimum energy path,
while DSR has been modified in [2] to support minimum energyting. In PARO [5], power-aware
route optimization is performed across MAC and Network fayénstead of sending packet directly
between two nodes over a large-range hop, one or more intgateenodes may elect to relay packets
between the sending node and the receiving node to redudeatismission power.

(2) Total TransCeiving Power model: As the intermediate nodes consume energy not only when for-
warding packets but also when receiving packets, this meual®ls up both the transmission power and
the receiving power for transmitting the data packet at daéh The link cost metric developed in [3]
considers the transmission and receiving power, and BeHlawad shortest path algorithm is used to
look for the minimum energy path.

(3) Total Reliable Transmission Power model: If a data packet is lost during transmission at one linkhsuc



packet has to be retransmited, which will consume some exteagy. Therefore, this mode includes

the energy consumption for both the new data packet and thensenitted packet. The authors in [4]

proposed a minimum total reliable transmission power nguprotocol.

All the existing cost models, however, ignore additionatrgry consumption in exchanging control (or
signaling) packets at the Data Link layer, which therefonearestimates the actual energy consumption
with various wireless protocols. For example, in an 802.atlvork, RTS and CTS packets are transmitted
at the maximum power level. As most collisions happen duRfi transmission, RTS may need to be
retransmitted several times. Energy spent for sending RGOS’ S packets hence accounts for a significant
part of the total energy consumption. As a result, an enavggre routing protocol that does not consider
such energy cost tend to select a path with a larger numbertefmnediate nodes, thus resulting in more
energy consumption, lower throughput and higher end-tbesilay. Therefore, developing more accurate
energy consumption models will have important impact ondégign of more efficient energy conserving
schemes.

In this paper, we analyze the energy consumption to achehebte transmission, and propose more
accurate models to estimate the energy cost due to diffeaetarrs. We verify the accuracy of the proposed
models by comparing the results calculated from the modadstlaose obtained through simulation, and
also demonstrate the usefulness of the accurate model ievagnmore energy efficient routing in 802.11
based networks.

The rest of the paper is organized as follows. Section Il iless our energy consumption models for
wireless networks. Results from simulation based perfoomavaluation are presented and discussed in

Section Ill. Section IV concludes the paper.

[I. ENERGY CONSUMPTIONMODELS

In wireless ad hoc networks, there are two typical reliatdagmission modes [4End-to-End Retrans-
mission (EER) and Hop-by-Hop Retransmission (HHR). In the EER mode, intermediate nodes along a

path do not provide any link-layer retransmission. The seurode will retransmit the packet if it doesn’t



receive the acknowledgement packet (ACK) from the destinatvithin some predefined period. In the
HHR mode, the source node and all the intermediate nodesderdénk-layer retransmissions.

Since neither thelotal Transmission Power model nor Total TransCeiving Power model considers
reliable transmissions, they don't distinguish the energgsumption between these two modes. More
specifically, consider the scenario where there @fe- 1 intermediate nodes between a source and a
destination. Let the nodes along the path from the sourcket@éstination be numbered frdirto M in
that order. Denote the packet error rate from node nodej by p; ;, the transmission power from node
i to nodej by P, ;, and the receiving power by.. In addition, for a variable:, denotel — = by =*, and
the mean value of by z. Then the total power in transmitting data packets to théirttton calculated

by a Total Transmission Power model is

M-1
P = Pi,z‘+1-
i=0

For aTotal Transceiving Power model, the total power along the path [3] is calculated as

On the other hand, th&otal Reliable Transmisson Power model in [4] calculates the total power
differently for EER and HHR modes. For the EER mode, the astlagsume that a data packet would
be relayed by an intermediate node to the downstream evéwe ipacket may have been corrupted and

could not be recovered. Accordingly, one has

M—-1
Z'L 0 -PIZ+1

P= )
HMo ! 2 Ji+1

For the HHR mode, the total power over the path [4] is

P = ]le Pzz+1

=0 pz i+1

Note that, the above model is not accurate if data packetbe#ost during transmissions. In addition, as

mentioned earlier, all three commonly used energy consomphodels mentioned so far only consider



the energy consumption by data packets. Without consigetie energy consumption due to control

packets and retransmission, the existing energy consamptiodels underestimate the actual energy
consumption. As a result, performing minimal energy rogitiased on such inaccurate models will only

lead to a suboptimal solution.

In this paper, we will develop energy consumption modelstfioee common wireless MAC protocols:
CSMA, MACA and 802.11. These three MAC schemes use differentrgbstrategies, and hence their
impacts on the energy consumption are different. More §ipalty, The first two do not provide MAC
layer retransmission, therefore, we study them under the Eiode. The third (802.11) supports MAC
layer retransmission, and is thus studied under the HHR moteer MAC protocols can be analyzed in

a similar way.

A. Energy Consumption Models for the EER mode

In the following analysis, we assume that both data and obmpisckets are transmitted over lossy
links, and hence may not reach the next intermediate rexgivdde. In other words, a transmitted packet
may be lost entirely or severely corrupted and could not lsewered. In this case, the source (not the
immediate upstream node) will retransmit the packet upoma-but. This assumption is more realistic
than that used in [4], where it was assumed the corruptedepmekll still be relayed by the intermediate
nodes in order to simplify the analysis. A completely diffiet energy consumption model is thus required
under the more realistic assumption. Below, we will analymetivo MAC protocols for the EER mode,
namely CSMA and MACA, separately.

1) Carrier Sense Multiple Access (CSMA): In CSMA, a node transmits a data packet if the channel is
sensed idle; otherwise, it will defer the transmissionhe source node doesn't receive the ACK for the
transmitted data packet from its destination node for soradgdined (time-out) period, it will retransmit
the data packet. The ACK can be transmitted separately owyipagded. In either way, such an ACK

transmission (or retransmission) also consumes enerdkielfollowing, we will first focus on the energy



consumption due to data packet transmissions, and thermpm@te the energy consumption due to ACK
transmissions. For simplicity, we assume that ACKs are aepiggybacked in data packets nor sent using
an accumulated ACK packet. Due to low reliability of wirelgssnsmissions, piggybacking an ACK in
a data packet or sending an accumulated ACK containing neil§¢Ks (as in TCP) may introduce
excessive delays and trigger unnecessary time-outs arathsetissions.

The state diagram for transmitting data packets from thecgo(node0) to its destination (nodé/)
reliably with CSMA is shown in Fig.1. When a packet is sent sastidly between nodesand: + 1, the
state will change correspondingly frointo ¢ + 1. If a transmission fails at an intermediate nalehe
packet will be retransmitted by the source, and the staterstiirn fromi to 0. As before,P; ; denotes the
power needed to transmit a data packet from nottenodej, and the parameteys ; andp;; = 1 —p;;
represent the probability that a packet transmission frowher to j will fail and succeed, respectively.

With this diagram, we can calculate the average total poveeded to send a data packet along the
path from source to destination, denoted By, as follows. Letp(N) be the probability that the most
recently transmitted packet by the source successfullyesriat each node along the path, up to ndde

where() < N < M. We have:

po1 : 1=0

p(N = Z) = H;;%] p;jJrlpi,iJrl D 0<i< M

G5 P @ i=M

Also, let E{Ps p| N} be the expected total power if the most recently transmittacket by the source
arrives at each node up to nodeonly. Observe that ifV < M, the source node will retransmit the packet
later so the additional amount of expected power consumsi®s , by definition. Accordingly, we have:

Psp+Yi_oPjjs1 @ i<M
E{Psp|N =i} = 7m0

M-1 S =
Y=o Pijv1 1= M.



Since the expected total power is a weighted sunk¢fs | N = i}, we have

Psp = E{Psp|N =i} -p(N =1i)).

1=0

Solving for Ps p, we have

= P
Psp = Z |- 1)
=0T Pl
j=i

Intuitively, the above formula can also be derived (or ex@d) as follows. The average number of

transmissions needed by node 0 to successfully send a deitatga the destination %) = —+—,

_1:[0 Pjj+1
so the average total energy consumed by noae F, ; 7p. Out of thes€el;, transmissions by node 0, the
average number of times the packet will arrive successhitligode 1, and then be relayed by node 1 is

only Ty = 1. Therefore, the average total energy consumed by nodel].i;. In general, the
-H1 Pjj+1
o

average total energy consumed by node€ i < M is thus —Luitl

M—-1
*

Pjj+1

If we also consider the energy consumption for recejiT/Zingkpm:as in [3], which isP, per packet

receiving operation, we can modify Eq (1) into:

Psp = MZ_:I };Zfil b
= jl;[i p;,jﬂ

To take into consideration the effect of control packetg.(en ACK packet) on the power consumption,
it is reasonable to assume that (i) the destination will saEm&CK only when it receives the data packet,
(ii) the source knows that a data packet arrives at its datsdim only when it receives the ACK back, and
(iif) an ACK packet may be lost, and when this happens, therdEsin will not retransmit the ACK until
it receives the packet from the source again, and meanwthiesource will retransmit the data packet
after a time-out period.

Let the average number of times the receiver has to retrartbmiACK be Np s(ACK), and the

average power consumed before the ACK can reach the sourtg pelC K). Since wireless links may



be asymmetric, and in addition, an ACK packet may be smalkam thdata packet, it is possible that the
probability that an ACK packet can be successfully trangdifrom node: + 1 to nodei, denoted by
pi i1 (ACK), will be different frompj, , ;. In any case, we have

1

Nps(ACK) = +— .
‘1:[0 pf+1,z’(ACK)

In addition, letP,., ;(ACK) and P,(ACK) be the power needed to transmit and receive an ACK from
node: + 1 to nodei. The average power consumed before the ACK can reach theessuccessfully

can be calculated in a way similar to Eq. 1I-A.1. More speaific we have

S MU Py (ACK) + P.(ACK
Pps(ACK) =Y |~ ( : )+ B(ACK)
=0 I Pji1
7=0

Finally, based on the assumptions (i) through (iii) madevabahe number of times a data packet
has to reach the destination correctly before the correpgnACK can reach the source successfully
is also Np s(ACK). This implies that the average total power needed by a datéepas equal to
Psp* Np s(ACK). Therefore, the average total power in sending a data packkteceive an ACK in

the EER mode is:

?:PS7D*ND7S(ACK)—|—PD7S(ACK). (2)

2) Multiple Access with Collision Avoidance (MACA): Instead of using carrier sensing, MACA attempts
to reduce collisions by introducing two control messagesnely, Request To Send (RTS) and Clear To
Send (CTS). A node transmits a RTS to its receiver before indtisg a data packet. Other nodes in its
neighborhood will defer their transmission until they rieeghe CTS (or timeout). If the receiver receives
the RTS, it will reply with a CTS. Nodes in the receiver’s ndighhood will yield to allow the data
packets to be transmitted. Once the node receives the CT3| itamsmit the data packets. If it doesn’t
receive the CTS, the whole process will be repeated. Let tkepaerror rate for RTS from nodeto
node;j and CTS from nodeg to nodei be p,,;; andp.,; respectively. The state diagram for nodéo

transmit a data packet to its neighboring ngde shown in Fig. 2. Compared to the case with CSMA, it



is helpful to think of nodej as nodei + 1 in the previous discussion, and in addition, the union oéehr
states SO, S1 and S2 in Fig. 2 as state Fig. 1, state S3 as statet 1 in Fig. 1, and state S4 as state
0 in Fig. 1.

More specifically, here in Fig. 2, SO is the initial state.&fhode: transmits the RTS packet, the state
will change to S1 with probability; ; . or remain the same with probability.; ;, depending on whether
the RTS packet is received by nogeorrectly or not. If nodej receives the RTS packet, it will send out
the CTS packet. With probability; ;;, CTS will be received by nodg and the state will change from
S1 to S2; With probability, ; ;, the state will return to SO. Once nodeeceives the CTS packet, it will
transmit the data packet. With probability ;, the data packet will be received by nogleand the state
will change from S2 to S3; With probability; ;, the state will go to S4 where the source will have to
retransmit the data packet later.

Normally, while the threshold energy level for receiving acket correctly is the same for control and
data packets, control packets such as RTS and CTS are norseallyat a higher power level than the
data packets for more reliable transmission and for cdyretéaring the neighborhood around the sender
and receiver to avoid hidden terminals. This, coupled with fact that RTS and CTS packets may be
much smaller than the data packets, requires us to condidendrmalized power consumption by the
RTS and CTS packets. More specifically, let the transmissiah raceiving power of a data packet of
length NV data bits from nodé to its neighbor nodg be P, ; and P, as before. Denote the power level
used for RTS and CTS by, (> F,;). In addition, denote the MACA header size for each data gacke
by N...., the RTS and CTS packet sizes by,, and N,;, respectively, and the physical layer overhead
for each packet bw,;,,. The average total power in transmitting and receiving e@afrom node: to
node; (only once and without any guarantee of success) can bessqudased on the state diagram in

Fig. 2 in a way similar to Eq. II-A.1 as follows:
Pr(i,j) = (Pij+ P) + g e + et (3)

WhereNr = Nrts + Nphyy Nc = ths + Nphy; ande =N+ Nmaca, + Nphy-
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Considering the scenario witlr — 1 intermediate nodes between the source (rdend the destination
(node M) as in the case of CSMA, the average total power in transmgitlimata packet from nodeto

node M correctly is:

Pp= 3y [ @

Similar to Eq. 2 for the case of CSMA, if we also consider thergneonsumption for sending and

receiving an end-to-end ACK packet, the average total powiie:
P:PsyD*ND”g(ACK)+PD7S(AOK). (5)

where Np s(ACK) and Pp s(ACK) can be calculated similarly as in the case for CSMA.

B. Energy Consumption Models for the HHR mode

802.11 is a typical HHR scheme. There are two ways of tramisigitiata frames over a channel: the
Two Frame Exchange scheme and theFour Frame Exchange scheme. In the following, we will analyze
the energy consumption for both schemes.

To simplify the expressions in the analysis, we denote tti#2180header size and ACK packet size by

Nsoo @and N, respectively. And we also define the following symbols:

NS =N+ N802 + Nphya Nr = Nrts + Nphy
Nc = ths + Nphya andNa = Nack + Nphy'
In 802.11, the number of retransmissions is limited (ele, ghort retry limit is 7 and the long retry

limit is 4) [6]. However, to simplify our analysis, we assumelimited retransmissions which should not

affect the accuracy too much as most of the packet retrasemgswill not be over the limits.
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1) Two Frame Exchange scheme: In the Two Frame Exchange scheme, a node transmits a datatpack
if the channel is idle for a period that exceeds the Distedunter Frame Space (DIFS). If the channel is
busy, it will defer the transmission and keep monitoring ¢hannel until it is idle for a period of DIFS.
And then, it starts backoff with a random backoff time. Thekwdf timer will be paused if the channel
is busy and continued once the channel is idle again for th&Speriod. Once the backoff timer reaches
zero, the node will transmit the data packet immediatelye fécteiver replies with an ACK to the sender
after receiving the data packet successfully. If the tratisndoesn’t receive the ACK within a predefined
time period, the whole process will be repeated. Let the ACEkptaerror rate from node to node j
be p..;. As before, the power needed to transmit and receive an ACK fnode; to node: will be
denoted bij,ifV’—; and PT%—; respectively. The state diagram for transmitting a dataetafrom nodei
to one of its neighboring nodes, nogeis depicted in Fig. 3, where SO is the initial state, S1 isdtate

in which nodej receives the data packet, S2 is the state in which riagdeeives the ACK packet. Then,

the average total transmission power in sending a packet frade: to node; successfully is given by

P . P.. N
PT(/l?]) = * ZZ‘Z *‘771 ﬁa
PijPaji  PajiiVs

(6)

Similiarly, the average total receiving power consumed eoeiving a packet from node at node

successfully is obtained as

— 0 ]_ NCL
PR<Z7J>:PT (p* -~ +]V8>
a,j,i

Therefore, the average total power in sending a packet frode hto node; successfully is

The average total power consumed along the path from thesduode0) to the destination (node

M) is
M—-1

Protar = Y (Pri;i +1) + Prli,i +1)) . 7)

=0
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2) Four Frame Exchange scheme: In the Four Frame Exchange scheme, nodes exchange two more
frames before transmitting data packets: RTS and CTS. Maoeeifggally, the sender transmits a RTS
packet after the channel is available for a period longen BES or the backoff timer reaches zero. The
receiver responds with a CTS packet after receiving a RTSqtladk the CTS is not received within a
predetermined time interval, the sender retransmits th® packet. After receiving the CTS, the sender
will send out the data packet and the receiver will reply wath ACK packet after receiving the data
packet successfully. If the transmitter doesn't receive ACK packet within a predefined time period,
the whole process will be repeated. The state diagram fasmnéting a data packet from nodeo one
of its neighboring nodes, nodg is shown in Fig 4, wheré&0 is the initial state,S1 is the state in which
node; receives the RTS packet? is the state in which nodéreceives the CTS packet3 is the state
in which node; receives the data packet, afd is the state in which nodereceives the ACK packet.

Therefore, the average total transmission power in suftdgssransmitting a packet from nodeto

nodej is

N, N % Ng %
Pm(ﬁg + ﬁgpr,m) N P+ Pjﬂ'ﬁspm

PT(Za]) = * * * ok ook
PriiPe,;,iPi,iPa.j,i P; jPa.j.i

(8)

And the average total receiving power in successfully kegia packet from node at nodej is

Ny Ne * Ng )% % *
Prli ) = P + (N5 T Piyj + NP5 P i Peji
R\, ]) = I'r * k% :
Pc,;,iPi jPa.j,i

(9)

The average total power consumed along the path from theesdanode0) to the destination (node

M) is thus

M-1

Protar = Y (Prli;i +1) + Prli,i +1)) . (10)

=0

1If a node receives a RTS but can't reply with a CTS because the ehimbusy, we treat it as a RTS packet error in our analysis even

though the RTS packet is received correctly. We call this as the busynehproblem.
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Ill. PERFORMANCESTUDIES

In this section, we evaluate the proposed energy consumptiodels via simulation in GloMoSim.
First, we simulate packet transmissions along a given paith,compare the energy consumption obtained
from simulation with that estimated by different energy s@mption models. We show that our models
are much more accurate than the existing ones. Second, we different HHR energy consumption
models to minimum energy routing in 802.11 ad hoc networks emmpare the energy consumption
using different models. We show that the protocol based ammdel is more energy efficient than those
based on existing models.

To simplify the expression, we denote the minimum energytimguprotocol with Total Transmission
Power model, Total TransCeiving Power model, andTotal Reliable Transmission Power model by MTTP,

MTTCP and MTRTP respectively.

A. Accuracy of Energy Consumption Models

In this subsection, we evaluate the accuracy of our modelgedisas that of MTTP and MTRP using
GlomoSim. In our simulation, the transmission power legesét to 1mW for data packets, and 5mW for
RTS and CTS packets. To exclude the impact of finding a routh@mnergy consumption, we use static
routing and consider only one path from the source (numbasedode 0) to a destination node that is 2
to 6 hops away along the path (numbered as nodes 2 to 6, reshect

For simplicity, we will only compare the accuracy of the epyeconsumption models used in MTTP
and MTRTP with that of our models in terms of the transmisgiower (as the former two do not consider
receiving power). Note that, in terms of predicting the srarssion power, the MTTCP is as inaccurate

as MTTP. If receiving power were also considered, our modmild/ be even more accurate than MTTP
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and MTRTP. It would also be more accurate than MTTCP becausdatter does not consider control

packets and retransmissions.

1) Estimation for the EER mode: In this mode, we use FTP (File Transfer Protocol) to tran8®@,000
data packets with 512 bytes per packet. To reduce the impathe energy consumption due to FTP
control packets, we set the size of FTP control packets tobyte. The packet error rates for CSMA
and MACA are set to 0.015 and 0.001 respectively. The sinurlatesults and the energy consumption
estimated by each model are shown in Figs. 5 and 6. It is cledirdur models match the simulation
results very well in both CSMA and MACA. On the other hand, botiT® and MTRTP models, which
have almost the same energy consumption estimate due towhealkcket error rate (especially in the case
of MACA), underestimate the energy consumption signifigaatid the underestimation increases with the
number of intermediate nodes. In addition, the underestomas much larger in MACA than in CSMA.
The reason is that the MTTP and MTRTP models in MACA ignore mdy the energy consumption by
ACK and the number of ACK retransmissions, but also the eneogygumption for RTS and CTS in the

MAC layer.

2) Estimation for the HHR mode: In this mode, we use CBR (Constant Bit Rate) to transmit 65,536
data packets. The packet error rate is set to 0.001 for betilm Frame Exchange scheme and the Four
Frame Exchange scheme. The simulation results and theyenengumption estimated by each model
are shown in Figs. 7 and 8. Our models match the simulatiomtsegery well in both schemes. Again,
both MTTP and MTRTP underestimate the energy consumptiahthey get worse as the number of
intermediate nodes increases. In addition, the underaBtimis much more serious in theur Frame

Exchange scheme than in theTwo Frame Exchange scheme.

B. Application to Minimum Energy Routing in 802.11 Ad hoc networks

In this subsection, we modify the AODV routing protocol tgport minimum energy routing with link

costs calculated from different energy consumption modgilsce the authors in [4] already showed that
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MTRTP is better than MTTP, we will only compare the routingtocol based on our model to MTRTP.
We will also study théPower Control Scheme, which uses AODV as the routing protocol to find a shortest
path and adjusts the transmission power according to thandis between the sender and the receiver.

Given that wireless transmissions are error prone due toyrfeagstors such as fading, interference,
mobility and collision, the HHR mode prevails in the wiredesd hoc networks [4]. Accordingly, we will
only study the performance of the energy consumption mddelthe HHR mode. The two performance
metrics we investigated are: Bnergy consumption per packet, which is defined as the total energy
consumption divided by the total number of packets trartechisuccessfully; (2Percentage of packets
received, which is defined as the number of packets received by théndésn correctly divided by the
number of packets transmitted by the source. This metrieaesflthe throughput if the end-to-end delay
is almost the same for each packet. The higher the percewofatiee packets received, the higher the
throughput.

In our simulation, the network area is 12081200m, the received power threshold is set—+80
dBm, the available transmission power levels are 1, 5, 1020525, 30 and 35mW, and the processing
power level is 0.05 mW. By default, there are 50 nodes whichuarormly distributed and the pairs of
source and destination nodes are randomly selected. Tiiecton requests arrive according to a Poisson
process and the connection duration is exponentiallyidiged. The application protocol is CBR with 5
packets/second. Also by default, the data packet size iyiEs and the transmission rate is 2Mbps.

In the following, we will study the effect of network densitpad and packet size on the performance
of the minimum energy routing protocols based on differer@rgy consumption models. We simulate the
protocols using thd@wo Frame Exchange scheme and theFour Frame Exchange scheme respectively, and
monitor the amount of energy consumed, the number of packetsved correctly and the total number

of packets sent.

1) Variable network density: In this set of simulations, the connection arrival rate istse€b0 per hour

and the average connection duration is 3 minutes. The padeets fixed to the default value (512 bytes).
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However, the number of nodes in the network domain is vanieohf40 to 70. Each routing scheme was
simulated for one hour. The simulation results are depictdéigs. 9 through 12.

As can be seen from these figures, our model results in the gee&irmance in terms of energy
consumption per packet, followed by MTRTP and the Power @brsitheme. Our model also allows a
higher percentage of packets to be transmistted as compar®IRTP. However, the Power Control
scheme has the lowest percentage of packets transmittdte ifwo Frame Exchange scheme but the
highest percentage of packets transmitted in the Four Fiarobange scheme. This is explained as
follows.

In the Two Frame Exchange scheme, most packets loss is dhe dasytmmetric power problen?. In the
Power Control scheme, the transmission power can vary battieminimum and the maximum, hence
the asymmetric problem is very serious. MTRTP and our protocol use more short-degtdinks to save
energy, hence the transmission power for each link doeshartge significantly. However, MTRTP uses
more intermediate nodes than our scheme. Therefore, otowgaichas the highegiercentage of packets
received, followed by those based on MTRTP and the power control pato

In the Four Frame Exchange scheme, as the nodes exchangen®T3 & at the maximum power level,
the asymmetric power problem can be ignored. However, it has thesy channel problem (see footnote 1).

If the number of RTS retransmissions is over the limit beeanfsthebusy channel problem, the node has
to discard the data packet. Most of the packets are lost snthy in the Four Frame Exchange scheme.
Obviously, more radio transmissions would make thsy channel problem more serious. Therefore,
MTRTP based protocol has the lowest percentage of packets/eel because it uses the largest number
of intermediate nodes and hence has the highest numberioftradsmissions. The power control based

protocol has the highest percentage of packets receiviéowéa by our protocol.

20One node cannot sense other nodes’ radio transmission becausesé¢hayow transmission power, however this node can cause collision

if it sends packets to one of its neighboring nodes using a higher trafemisswer.
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2) Variable connection arrival rate: In this set of simulations, the connection arrival rate esir{so
does the network load) with the average connection duratbrno 6 minutes. All other parameters are set
to its default value. We simulated each routing scheme fer tiwurs. The simulation results are depicted
in Figs. 13 through 16.

From Figs 13 and 15, it is clear that our protocol performgdsein terms ofenergy consumption
per packet using either theTwo Frame Exchange or Four Frame Exchange schemes under various load
conditions. In addition, with regard to thmercentage of packets received, our protocol performs the best
in Two Frame Exchange Scheme, followed by MTRTP and the Power Control protocol; while thenrr
Control based protocol performs the best in Hoer Frame Exchange Scheme, followed by our protocol
and MTRTP based protocol.

It is worth noting that the increase in the arrival rates amdurn the network load will lead to a
higher probability of collision among the RTS and CTS packetshe Four Frame Exchange Scheme
and among the data packets in theo Frame Exchange Scheme. In addition, increasing the load will
increase the interference, which leads to higher bit erabes: Therefore, the energy consumption per
packet will increase with the network load, while the petage received will decrease as illustrated in
Figs. 13 through 16. Comparing the trends in Tim® Frame Exchange scheme andFour Frame Exchange
Scheme, we can see that the effect of the network load is more pramdiimethe Four Frame Exchange
Scheme. This is because thieour Frame Exchange Scheme uses two more control packets (RTS and CTS),
both of which are transmitted at the maximum power level. therFour Frame Exchange scheme, it is
also apparent that the increase in #mergy consumption or the decrease in thgercentage received is
more dramatic with MTRTP based protocol than with our protoGhat is because as the network load
and packet error rate change, our protocol can adapt to a emang)y efficient route by considering the

energy consumption of the RTS and CTS packets.

3) Variable Packet Sze: In this set of simulations, the average connection duraaet to 6 minutes

and the average arrrival rate is 40 connnections/hour, gudry other parameter set to its default value.
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However, the size of data packet varies, so does the netwark Each routing scheme is simulated for
five hours. The simulation results are depicted in Figs. X@udph 20.

From Figs. 17 and 20, it is apparent that our protocol perfobmtter than the other two schemes in
terms of energy consumption per packet for both Tihve Frame Exchange Scheme and theFour Frame
Exchange Scheme under various load conditions. In addition, our protocalf@ens the best in terms of
percentage of packets received in the Two Frame Exchange scheme, followed by MTRTP based protocol
and power control based protocol; On the other hand, in theur Frame Exchange scheme, thgower
control scheme has the highest percentage of packets receivealyddllby our protocol and MTRTP
based protocol. As expected, the results also show thatasiorg the data packet size will increase the
energy consumption per packet and reduce the percentagackéts transmitted for the same reasons

mentioned earlier for the case of increasing the arrivad.rat

IV. CONCLUDING REMARKS

In this paper, we have examined the energy cost metrics yigd in the existing energy efficient
routing protocols, and developed more accurate energyuogoison models for common MAC protocols
CSMA, MACA, and 802.11. Unlike existing models that ignoreceggy consumption due to various
control messages and thus underestimated the actual eswyur models take into account such energy
consumption. The accuracy of our models have been verifiedighh simulations. More specifically, our
energy consumption models developed for both the EER and HidBes have been shown to be much
closer to the actual energy consumed than the existing moQek results have also shown that our energy
consumption model for the HHR mode can be used to determities péth a minimum energy cost and
thus achieving better energy conservation performance tiiaer models. On the other hand, although
our models for the EER mode are useful in predicting the denargy consumption along a given path
more accurately than existing models, the energy consomger link, as predicted by the models, is

not additive and thus cannot be directly used by shortast-gigorithms. Thus, a future research topic is
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how to approximate our energy consumption models develépethe EER mode so as to make them

applicable to minimum energy routing while still maintaigibetter accuracy than the existing models.
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