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Abstract—A micropower mixed-signal system-on-chip for bandwidth and low complexity. Additional improvement can

three-dimensional localization of a broadband acoustic source also be achieved by fusion with other data modalities, like
is presented. Direction cosines of the source are obtained byvideo [12]

relating spatial and temporal differentials in the acoustic trav- .
eling wave field acquired across four coplanar microphones at Conventionally, large sensor arrays are used for source lo-

sub-wavelength spacing. Correlated double sampling and least- Calization to warrant sufficient spatial diversity across sensors
squares adaptive cancellation of common-mode leakthrough in to resolve time delays between source observations. It is well
the switched-capacitor analog differentials boost localization known that the precision of delay-based bearing estimation

accuracy at very low aperture. A second stage of mixed-signal jeqgrades with shrinking dimensions (aperture) of the sensor
least-squares adaptation directly produces digital estimates of the arrav 1. 1131, Time-difference of arrival estimation tech-
direction cosines. The 3 mmx 3 mm chip in 0.5 um CMOS . y [1], [13]. . ; )
technology quantizes signal delays with 250 ns resolution at NIQUES based on Crogs-correIaFlon .Of the S|g!1als [14] require
16 kHz sampling rate, and dissipates 54uW power from a high oversampling ratios for estimating small time delays [15].
3V supply. Field tests of the processor with acoustic enclosure Gradient flow [16], [17] is a signal conditioning technique
demonstrated its utility and endurance in tracking ground and g, arrays of very small dimensions, which converts time
airborne vehicles. Applications include acoustic surveillance, delays between signal observations into relative amplitudes of

interactive multimedia, and intelligent hearing aids. 4 . 8 . . : :
the time-differentiated signal, by observing gradients (spatial

least-mean-squares (LMS) adaptation, switched-capacitor (SC) differences). Improved differential sensitivity of gradient sens-

circuits, correlated double sampling (CDS), micropower tech- ing allows to shrink the aperture of the sensor array without
niques. degrading signal-to-noise ratio. Interestingly, some insects are

capable of remarkable auditory localization at dimensions
a small fraction of the wavelength, owing to differential
processing of sound pressure through inter-tympanal mechan-
RECISE and robust localization and tracking of acoustigal coupling [18] or inter-aural coupled neural circuits [19].
sources is of interest to a variety of applications iBesides its use in bearing estimation, gradient flow provides an
surveillance, multimedia, and hearing enhancement. Miniatwfficient signal representation as a front-end for blind source
ization of microphone arrays integrated with acoustic processeparation using independent component analysis [20].
ing further increases the utility of these systems, but posesThe paper is organized as follows. Section Il reviews the
challenges to attain accurate localization performance duegiadient flow approach to localizing a single source in the
shrinking aperture [1]. For surveillance, acoustic emissiofige field. Section Ill presents a mixed-signal architecture im-
from ground vehicles provide an easily detected signatusgementing gradient flow, including computation of spatial and
that can be used for unobtrusive and passive tracking. témporal gradients using finite differences on an array of four
multimedia, localization of a speaker can be used for steeriggnsors in the plane and least-squares adaptation for common-
in automatic teleconferencing, hands-free portable devicemde rejection and bearing estimation. Experimental results
and robot navigation. In hearing aids and speech recognition a fabricated prototype [21], in addition to characterization
systems, the presence of multiple signal and noise sourcesinocalization performance and field tests for ground vehicle
the acoustic scene limits speech intelligibility and necessitatggacking are presented in Section IV. Concluding arguments
localization and separation of multiple acoustic sources. Thetee given in Section V.
have been a number of VLSI systems for acoustic direction
finding reported in the literature [2]-[8]. Il. GRADIENT FLOW LOCALIZATION
An integrated miniature sensor array with localization and A traveling wave emitted by a source is observed over a
communication capability could be contained as a low-costistribution of sensors in space, which here we consider to
low-power small autonomous node in network configuratidme discrete but which could be continuous. We defifw) as
distributed over a wide area [9]-[11]. This leads to highghe time advance between the wavefront at peirdnd the
localization performance in distributed sensing environmenigvefront at the center of the array., the propagation time
bypassing the need for excessive data transfer and fine-grain) is referenced to the center of the array.
time synchronization among nodes, with low communication In the far field, the wavefront delay-(r) is approximately

linear in the projection ofr on the unit vectoru pointing
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I. INTRODUCTION
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where v;; are the corresponding spatial derivatives of the
sensor noisey,, around the center. Taking spatial derivatives
&;; of orderi+j < k, and differentiating;; to orderk— (i+)
in time yields a number of different linear observations in
the kth-order time derivatives of the signals The advantage
of this technique is that it effectively reduces the problem
of directly estimating time delays to linear regression of the
derivative signals [17].

Here we consider the first-order cake= 1:

Soo(t) = s(t)+ roo(t),
510 (t) = Tlé(t) —+ V10 (t), (6)
501(75) = Tgé(t) + V(n(f).

As illustrated in Figure (b), the spatial gradient observations
reduce to amplitude scaling of the time derivativeof the

(b) signal. The problem of localization then reduces to standard
linear regression of the observed spatial and temporal deriva-

Fig. 1. lllustration of gradient flow principléa) Sensor geometry and sourcetives
direction coordinategb) Top sensor observatiorBottom spatial gradients.

§o(t) = 715:00(t)

So1(t) =~ T2600(t) (7)
coordinatesy andgq so thatr,, = pr; + gr, with orthogonal
vectorsr; andrs in the sensor plane. In the far-field approxii" the unknown ITDsr; and 7.

mation (1), the sensor observations of the source are advance@" INtéresting observation from (7) is that the estimate of
in time by 7,, = pr1 + g72, Where azimuth angled according to (3) is independent of the speed
rq — ’

1 of sound as it involves spatial gradients only; estimation of the
7 = -r;-u elevation angley on the other hand requires knowledge of the
f speed of sound in relating spatial and temporal derivatives.

Ty = -Iy-u 2
2 c 2 @) IIl. CHIP ARCHITECTURE

are the interaural-time differences (ITD) of source between ad-The system block diagram implementing gradient flow for
jacent sensors on the grid along thandq place coordinates, bearing estimation is shown in Figure 2. Spatial gradients are
respectively. These ITDs (delays) andr, thus represent the approximated by evaluating finite differences over the four
direction cosinegor angle coordinatesof the source relative sensors on the planar grid shown in Figur@)l Accurate

to the array, scaled by the speed of wave propagation amghring estimation assumes accurate sensing of the gradients.
the unit dimensions of the array. The direction cosines c@ifferential amplification is performed in the analog domain,
be decomposed in azimuth angleand elevation angtep as as a low-power alternative to high-resolution analog-to-digital
indicated in Figure (a): conversion and subsequent digital signal processing. Two

1 ) stages of mixed-signal adaptation compensate for common
n = —lrif cosfsing mode errors in the differential amplification, and produce
1 . . digital estimates of ITDsr; and = from the spatial and
T = _lro| sinfsing ©)  temporal differentials.
The signal observed at sensor with position coordinates Estimation of the gradients is implemented using sampled-
andq can be expressed as data switched-capacitor (SC) circuits. The advantage of this
realization is application of correlated-double sampling (CDS)
pq(t) = 8(L + Tpq) + 1pq (1) (4) that significantly reduces common-mode offsets antf

wheren,,(t) represent additive noise in the sensor observaoise [22]. The spatial gradients are computed in fully
tions. Gradient flow evaluates spatial gradients of the fiegfferential mode, to provide increased clock and supply
feedthrough rejection. A cascoded nMOS inverter, described

1To remove the indeterminacy in the sign of the elevation angleve in Section II-D, implements a simple high-gain amplifier in
assume that the sources impinge on top, not on bottom, of the array. This

is a reasonable assumption for an integrated MEMS or VLS| array since [.ﬂ%ese and subsequent SC circuits, supporting high density of
substrate masks any source impinging from beneath. integration, and high energetic efficiency.
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A. Spatial and Temporal Derivative Sensing X1 3 Xg, 1 ﬁ C, .
Gradient flow requires computation of first-order spatialangd | _: :pi( o) 1e
temporal derivatives of the signal impinging on the sens P X — C,
' : o ref —@———— 01—t
array. Estimates ofyg, &0 and &, are obtained by finite- v @, o
difference gradient approximation on a grid, using the planar T ot Ve 1A
array of four sensors shown in Figuréa] with observations
T_1,0, £1,0, To,—1 andxg 1: (@) (b)
oo =~ i(gc,u) + x1,0 +20,—1 + CUO,l) Fig. 3. (a) Estimation of spatial common-mode sigréb. (b) Switched-

capacitor realization.

Cio ~ 3(z10—2-10) 8)

So1 =~ %(xog - Io,—l)-
One significant advantage of aradient flow localization ivoltage and the inverters are reset. In the computation phase
9 9 9 % the common-mode output signal is established by feedback

that it relages requirements on sam_plmg ra_te, governed by Soq'Cg with the order of switches in the input stage reversed,
nal bandwidth (sub-kHz for acoustic surveillance) as opposed

to the desired resolution of ITD estimation (microsecond 'onnect'lr?g sampling capamto@ o zero-level reference n
L . : e positive branch and to the input voltages in the negative
However, it is crucial to ensure that the signals be proper . . . i .
bandlimited, and that all signal components including s atig[)amh' The inter-poly capacitors are sized withnominally
’ 9 P g sp 0 fF andC; 400 fF, providing (differentially) a gain of 4

and temporal gradients be synchronously sampled. The UMil%he common-mode estimation. Capacitor sizing is governed

of common-mode and gradient signal acquisition is discussg)z/j trade-off between noise, slew-rate and power consumption.

next. The clocks¢; and ¢, are non-overlapping, ang,. repli
. : 1 2 - ’ le -
1) Common-mode componefi and temporal derivative cates¢, with its falling edge slightly preceding the falling

gﬁt:ia;r?oinizm?:])rrngg?s] CO?PE;L?GVC:”']S decomposed in dIﬁeerijge ofp,. All the switches are minimum-size complementary
00 - 500 — S00

transmission gate FETS, except the switches controlleg by

i) = 1(1: I — 1] +a_1oln — 1] which aren-channel FETSs.
0o g 10 2 -1 2 The estimatety, is used for suppressing leakage of the
1 1 ] i i i i
Yaon — =]+ zo_a[n — 2]) Q) common-mode comp_onent in the.spatlall gradient signals
) 2 2 through LMS adaptation described in Section II-B. Its tem-
&oln) = —=(z10[n] + 2_10[n] + 201 [n] + z0_1[n)). poral derivativey is estimated mdependeTntIy. The estimate
8 oo, centered at same time instane@ — 7, is computed

The timing of common-mode acquisition is illustrated irdifferentially in a manner similar tcyy, as illustrated in
Figure 3a). The contributiony, to &y represents the es-Figure 4a):

timate of the average signal at time instancg — % while y

the contribution;, represents the inverted estimate at time oln] = 0

instancenT'. The difference between both contributions hence éo_o [n] = —1(3310[71/] + 2_10[n] + zo1[n] + zo_1[n])

produces an unbiased estimategf centered at timexT"— % 8 1 1

(as average of the estimates at times — % andnT). +x10[n — 5] +2_10[n — 5] (10)
Switched-capacitor realization of the common-mode esti- 1 1

mation is given in Figure @). In the sampling phaseé, +x01[n — 5] +zo_1[n — 5].

input signals are sampled on the capacitoisin the branch
computing g(;), while the zero-level reference voltagé. s 500 is obtained as the difference of common-mode signals at
(set toVyq/2) is sampled in the branch computigg,. The time instancesZ” — % andnT and approximately equals the
feedback capacitor§', are precharged to zero-level referencéme derivative of the common-mode signalaf — % scaled
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Fig. 4. (a) Estimation of temporal derivative common-mode sigf@. (o) Fi9- 5. (8) Estimation of first-order spatial gradient alopgiirection, £1o.
Switched-capacitor realization. (b) Switched-capacitor differential realization.

by T'/2. The SC realization is shown in Figuré4. The sensor in bearing estimates. To mitigate this effect, common mode
signals are differenced on sampling capacitotisand then correction of the gain mismatch errors in the sensors is applied
amplified in computing phase, on feedback capacitorS,. to the estimated spatial gradients, prior to bearing estimation.
Capacitor sizingCy is 400 fF andC; is 200 fF, providing a For &34, gain mismatch can be represented to first order as
gain of 16 to&g. .

2) Gradient components, and&y;: The small aperture of &0~ o+ e1oo-
the sensor array poses a design challenge in resolving small ~ T15(t) +ers(t) (12)
signal spaﬂgl grad!ents amu‘:ist a Iargg cqmmon-mode ygr&%m second order statistics, the correlation between any
pedestal. Differential low-noise amplification eliminates the. o T
common-mode component and boosts differential sensitiviﬁ}.gnal and its time-derivative is zero
The first-order spatial gradient pndirection&q, also centered E[s(t)s(t)] = 0, (13)
at timenT — %, is computed as average 6f, estimates at
time instancesT — % andnT. For amenable implementation,
contributions to¢};, and ¢, are distributed in the following

resulting in zero correlation between common-mode and gra-
dient components

manner E[§00&10] = 0. (14)
&hin] = l(xm[n_ 1] — x_10[n]) Applying (14) to (12) yields an improved estimate of the
‘11 21 spatial gradient that eliminates the systematic common-mode
Eoln] = S(z_10[n — =] — z10[n 11) error .
107 1 (2=10[n = 5] = 210[n]) (11) Bl
§10 ~ 10 — —rem— So00- (15)

as illustrated in Figure (). The switched-capacitor realiza-

E[&3]
tion shown in Figure &) _mcludes provisions for common- efficiently implement the correction facter in the

mode suppression, descnb_ed in Section IlI-B. In t_he Sa.mp“noggital domain, a sign-sign least-mean-square (SS-LMS) adap-
phase¢;, input signalzig is sampled on capacito€; in . . . S . .
Ay S .~ tation rule is used [23; is stored as digital value in a 12-bit
the branch computing;;, while in the branch computing;, o . ;
) . . L0 counter and it is represented in two’s complement. The update
signalz_j, is sampled. In the computation phage spatial . . ; :
gdperformed by incrementing or decrementing the counter

gradient signal is computed by exchanging the inputs selec o . . i
to the sampling capacitors. The size of capaciigris 1 pF Lased on the polarities of spatial gradient and common-mode

and capacitorC, is 200 fF, providing gain of 20 to first- signals

order spatial gradient. The first-order spatial gradient in thef[n 4 1] = &[n]

q direction,&u1, is computed in identical fashion. vsgn(Ef[n] — €5 [n])sen(Ed [n] — €xoln])
— _ 12 +

B. Common-Mode Suppression erln+1 = 27 -1-¢en+1] (16)

Mismatch across the sensor array introduces errors in @he 8 most significant bits are presented to multiplying
timation of the spatial gradients which translates to erroB/A capacitor arrays to construct the LMS error signal and



+
the correction terme;&yo. Implementation of the SS-LMS 5}0:1>_L

adaptation rule and capacitor arrays is shown in Figyrg.6 €10
Capacitive coupling of the D/A arrays to nodgs" andV,~ e >
in Figure gb) establishes the corrected gradient estimate E9° :1>I
00
&hlnl = &loln] — (67 &[] + e1 &golnl) .
_ ~ - _ decinc
Eoln]l = &lnl — (7 &G n] + el &ooln)). (A7) 12-bit Counter
In phase¢,, both capacitor arrays are precharged to zero- 0 — d<11:8> d<7:4> d<3:0>
level reference voltagd,..;. In phaseg,, a fraction of the u u
capacitance corresponding 4¢ (a number of unit capacitors
equal to the 8-bit representation) cougg, to the branch Bin2ThermoCoder Bin2ThermoCoder
&y, while the complement (the remainder of the capacitor b[B,| - - - leﬁlJ by|B,| - - - leﬁlJ
array) couple;, to &, To implement the complement N .
in branch¢;,,, the connections tg;, and¢y, in the capacitor fao 11 @y £ 11 ?y
array are exactly reversed. The additional 4 bits of stared €00 %ij}gz B %L}&I
value provide a digital buffer integrating LMS contributions 16C c .
that offers flexibility in the choice of learning rate, regulated T j Vo
by the frequency of updating.
The capacitor array is implemented as an array of 15 &, 1 &, 1

. . - = @ - ¢
columns each containing 16 unit capacitors, controlled by the — ¢* jj& HVer & jj& LVt -
4 most significant bits (MSBs) presented in thermometer code, Ilsc IC

and a column of 15 identical unit capacitors controlled by the T T v,
next 4 less significant bits (LSBs) in thermometer code. Layout

of the array is depicted in Figurg(lg. To reduce the size of @)

the array, bottom plate sampling was not implemented. The 4 MSBs

bottom plate common for all unit capacitors is connected to T T T
the amplifier’s virtual ground node. The value of unit capacitor =g ‘
is 5.1 fF.

The range of common-mode error correction is designed to
compensate for at most 5 percent of common-mode leakage
in the spatial gradient estimates. Since the minimum size of
capacitor array is constrained by the size of unit capacitor, a
T-cell is used to attenuate the output swing of the multiplying
D/A capacitor array. While the T-cell leads to nonlinearity in
the transfer characteristic, it does not affect the monotonicity
of the D/A which is sufficient for LMS convergence. Stray
sensitivity in the T-cell does not influence the differential
linearity. The values of capacitos; and Cy are 1 pF and
0.1 pF, respectively.

s i i e
IO = < R N = O B =
4 LSBs

C. Bearing Estimation (b)

Estimation of bearing ITDs is implemented with digitafig- 6. (a) Implementation of SS-LMS adaptation rule and multiplying D/A
diff ial l d . . hi capacitor arrays connecting to nodés™ andV,~ in Figure 5.(b) Layout
SS—_LMS ifferential on-line adaptation, using architeCturg 16x16 capacitor array.
similar to common-mode error correction. Bearing estimates

are represented as 12-bit values in two’s complement

nn+1 = 7[n] preceding the falling edge of. The SS-LMS adaptation stage
+sgn(efy[n] — epo[n])sen(&h[n] — &5ln])  and multiplying D/A capacitor array are identical to the ones
T+l = 22 -1-7tn+1], (18) described in Section IlI-B (Figure 6), but with clock phases

o _ ~ ¢1 and ¢, reversed accounting for a half clock cycle delay
where the 8 most significant bits are used for computation gétween gradient computation and bearing estimation stages.

LMS error signal With the given capacitor sizing, the minimum observable

eholn] = &hin] — (rHédn] + 7 Exn]) ITD delay relgtive to the sampling intervdl equals7/640,
enlnl = €olnl = (rEh ]+ s []). (19) and the mammum_obsgrvable ITD delay equaj$T. The
10 10 1500 1500 number of update iterations (18) to convergence depends on
The switched-capacitor realization is shown in Figure 7. Clodke signal and by virtue of the SS-LMS rule does not exceed
¢o. represents a replica op, with falling edge slightly 2!2 update cycles, determined by the register length.
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estimation.

D. Amplifier Design

A cascoded pseudo-nMOS inverter, shown in Figure 8, is
used as gain element in the above fully differential SC circuitgig.- 9. Comparator circuit diagram. Transistors M1 through M4 are sized
The choice of telescopic operational amplifier without taif/1-%+ and all other transistors are minimum size.
transistor results in smaller area and reduced noise and power

dissipation [24], [25]. The most energy-efficient solution foggnsecutive cycles when the input difference is near zero,

low-frequency applications is to bias the amplifier in We%untering the effect of offset on SS-LMS adaptation at
inversion (the upper range of the subthreshold regime), wheignvergence.

the amplifier has maximum transconductance-to-current ratio
for maximum energy efficiency at the highest possible speed, IV. EXPERIMENTAL RESULTS

while providing extended output dynamic range at low voltage The v S| acoustic localizer measures 3 mm3 mm in

supply [26]. . o 0.5 um CMOS technology. Figure 10 shows the micrograph
The voltage biasl,” controls the biasing current of thef the chip, highlighting the functional blocks as described in
amplifier, set by considerations of sampling frequency, sleWxction 111.
rate, and power dissipation. At 200 nA of biasing current, o|| experiments were conducted at 3 V supply voltage, with
1 pF load capacitance and 3 V supply, simulations indicalfe zero-level referenc¥,.; set to 1.5 V. The signal swing
an open-loop dc gain of 91 dB and gain-bandwidth produg the sensor input is 600 mV peak-to-peak. The single-sided
of 844.3 kHz. No additional gain-boosting techniques welgyna| swings at the output of inverters are optimized to be
attempted, since the provided dc gain was sufficient for the, \/ peak-to-peak, except for the common-mode sigegls

desired resolution. and &,, which are used in common-mode suppression and
further attenuated by the T-cells.
E. Comparator Design The digital ITD estimates; andr,, obtained directly from

The sign function in the SS-LMS update for bearing estimi€ bearing registers (18) at convergence, are output in bit-
tion (18) is implemented by a latched, regenerative comparag§fial format using a separate clock. The chip also outputs the
shown in Figure 9. For the common-mode suppression Sgsadient signalsio, o1 and &oo, for use in separation and
LMS updates (16), the comparator is implemented by revefgcalization of multiple (up to three) acoustic sources [20].
ing the clock phases; and¢s in Figure 9, accounting for the The gradient output signals are presented in complementary
half clock cycle delay between the common-mode suppress@@log format through sample-and-hold buffers.
and bearing estimation SS-LMS stages (see Section III-C). _ o

The offset of the comparator was measured to be on the Chip Characterization
order of 10 mV. Kick-back noise inherent to this compara- For characterization, the chip was supplied with synthetic
tor implementation forces alternating comparison results input signals bypassing the microphones. In the first ex-
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Fig. 11. Integral nonlinearity (INL) of multiplying D/A converter. Fig. 13. Digital estimation of ITD delay; for synthetic 200Hz sine wave
signals, sampled at 2kHz.

periment, all input signalscig, zo1, £_10 and xg_; were
connected together and a two-level alternating signal wk a given delay. Digital bearing estimates were recorded with
presented. This emulated the condition of zero spatial ggemmon-mode suppression activated. The delay was varied
dients, and constant temporal derivative. The content of tfilem -400 us to 400us, in 2 us increments. A 2 s lag in
ITD register in the SS-LMS bearing estimation stage wdbe recording ensured full convergence of common-mode and
varied from 0 to 255, and the differential error signal obearing SS-LMS adaptatior'¢ update cycles). The recorded
the corresponding bearing estimatef,(— e;,) was recorded digital ITD delay estimater; as a function of actual delay is
as displayed in Figure 11. The resulting measure of integgflown in Figure 13.
nonlinearity (INL) of the multiplying D/A capacitor array Note the super-resolution nature of the delay estimation,
includes errors contributed by the gradient computation amdth 2 us time resolution at 2 kHz sampling rate. The
bearing estimation stages, which account for the observakility to resolve delays that are a small fraction (0.4%) of
curvature in Figure 11. the sampling interval is characteristic of gradient flow, and
System-level accuracy of ITD delay estimation was demoafows to reduce the power. At the 2 kHz clock (suitable
strated using a 200 Hz synthetic sine wave input signébr acoustic surveillance applications), power consumption
characteristic of acoustic signatures of ground vehicles, andnaasured 3Q:W from the analog (3 V) supply, and 1,8V
system sampling frequency of 2 kHz. The signal was presentedm the digital supply, for a total of 32W. At 16 kHz clock
to bothx1g andzy;, and with variable delay to both_;, and (for hearing aid and audio-range multimedia applications)
xo—1. Figure 12 illustrates computation of the spatial gradiemieasured power increased to p4V. About 30% of these
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Fig. 14. Localization of bandlimited (100-1000Hz) Gaussian soyg)e5 degree incrementgb) 0.5 degree increments.

figures account for the power consumed by the sample-and¥or each setting of bearing angle, 10 samples of ITD
hold output buffers, not used in localization but to observe thestimates were recorded from the chip at 1 s intervals. The
gradient signals. platform was rotated in increments &f until it reached90°
from the initial position. The absolute angléetween speaker
o and microphone array ranged from arourit to —20°. The
B. Localization Performance mean and variance of estimated bearing angles normalized

To evaluate localization performance in the audio ranglpm the initial position are shown in Figure (4. To assess
the chip was interfaced with a 1 cm radius microphone arréiper-scale resolution, the bearing angle was then varied from
of the topology shown in Figure (2). A single acoustic 0° to 10° in increments of0.5° corresponding to a range of
source was presented through a loudspeaker positioned at abgolute angle@ between speaker and array frd@iof to 40°.
distance from the array. For precise control of angjie the Figure 14b) presents the mean and variance of the bearing
experiments, the platform containing the array and chip wasgle estimates from recorded ITDs.
rotated, using a stepper motor, around the axis through the
center of the array perpendicular to the plane. i ) )

The planar array of four omnidirectional hearing aid miniag' Open-Field Vehicle Tracking
ture microphones (Knowles IM-3268) is shown in the inset After assessing the localization performance in controlled
of Figure 14a). Opposing pairs of microphones in the arrayoom environment experiments, tests were conducted in the
are oriented identically, rather than symmetrically, to minimizepen-field with the chip tracking different types of ground-
differences in microphone response due to mismatch in dirdmsed vehicles, plus some occasional airborne traffic. For
tionality pattern. The common-mode suppression (Section Ithese experiments, the acoustic localizer chip was integrated
B) compensates for up to 5% in gain mismatch betweémto an acoustic surveillance unit (ASU) enclosure, designed
microphones. Phase mismatch is unaccounted for, exceptdod implemented by Signal Systems Corporation (SSC) [27].
linear phase errors (pure delay differences) which introdubéeasuring 11 cm in diameter, the ASU also contained four
offset in ITD estimation that can be digitally subtracted (nd€nowles SiSonic MEMS microphones and signal conditioning
implemented). circuitry.

The system sampling frequency of the chip was set toWhile the microphones were closely spaced in the center,
16 kHz. A broadband bandlimited (100-1000Hz) Gaussigmovisions for wind-noise reduction increased the effective
signal was presented. The volume was adjusted for the raperture to the diameter of the enclosure. The larger 11 cm
crophones to supply full-scale inputs to the chip (200mVaperture is desirable for the frequency range of interest with
The corresponding signal-to-noise (SNR) ratio was arounehicles emitting motor noise in the 100-300Hz range. To
35 dB. Expressions for Cramer-Rao lower bound on varianaecommodate this range the sampling clock frequency of the
of bearing angle estimate [1] predict an achievable angulanip was set to 2 kHz. The ASU, including the gradient flow
resolution of around 1 degree under these conditions andoaalization chip, was powered with a chain of 3 AA batteries
1 s observation interval. without voltage regulator.
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Fig. 15. Experimental tracking of a ground vehicle using three acoustic localization sensor nodes positioned in the field as shown in the inset. Solid lines
indicate ground truth estimates from GPS measurement.

TABLE |

Ground-based vehicles were driven around a 662 m x 108 m
ACOUSTICLOCALIZER CHARACTERISTICS

oval-shaped track at different speeds, and tracked with three
ASUs positioned at pointS;, S; and S; approximately 90 m

apart as illustrated in Figure 15. The tests were performed Technology 0.5um 2P3M CMOS
. . . . Size 3 mmx 3 mm

with relatively loud ambient background noise. The range at Supply 3V

which the localizer was able to track the vehicles depended _

on the type of vehicle and varied from 350 m to 600 m, Resolution 2us at 2 kHz

L " . 0.25us at 16 kHz

limited by test conditions. As an example, tracking of one

vehicle moving clockwise around the oval is illustrated in Power dissipation  32W at 2 kHz

Figure 15. The bearing ITD estimates were recorded at 1 s 54 uW at 16 kHz

time intervals and converted to angular form using (3). Only
the azimuth angle@ are shown for ground vehicles, since the
ASU microphone arrays were oriented horizontally. Estimates
of true bearing angle8 from GPS tracking of the vehicles, airborne vehicles was experimentally verified in field tests. The
accounting for the approximate geometry of the track amdeasured characteristics are summarized in Table I. The chip
ASUs and correcting for delays in acoustic wave propagatide,suitable for integration with a MEMS microphone array, for
are also depicted as ‘ground truth’ in Figure 15. In tests withpplications in surveillance and hearing aids.

multiple vehicles moving together or in opposite directions, Besides acoustics, the gradient flow principle extends to
the localizer chip tracked the loudest (received) target. A F/&M and other traveling wave sensing modalities. Interestingly,
18 fighter jet flying overhead at approximately 3000 m wasavelengths of EM radiation in the RF frequency range
also successfully tracked by the localizer chip, accounting fooincide with those for sound propagation in the audio range,

elevation besides azimuth. and both are amenable for sensor integration on a single silicon
die. We anticipate that application of gradient flow to RF
V. CONCLUSION localization will enable single-chip sub-ps bearing resolution

at sampling rates determined by signal bandwidth, and not the

A micropower adaptive VLSI chip for gradient-based bea .
. . L L . F carrier.
ing estimation in miniature acoustic arrays was presented, that
combats problems of gain mismatch ang noise originating
from the sensor array and preamplifiers. The obtained time- ACKNOWLEDGMENT
resolution leads to fine angular resolutions in localization The authors would like to thank Abdullah Celik, Larry
of acoustic sources. The ability to track ground-based aRiddle and Signal Systems Corporation for measurement help.
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