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Abstract

A computer model is presented for the formation and sensing of defocused images
in a typical CCD camera system. A computer simulation system named IDS has been
developed based on the computer model. IDS takes as input the camera parameters
and the scene parameters. It produces as output a digital image of the scene as sensed
by the camera. IDS consists of a number of distinct modules each implementing one
step in the computer model. The modules are independent and can be easily modified
to enhance the simulation system. IDS is being used by our group for research on
methods and systems for determining depth from defocused images. IDS is also being
used for research on image restoration. It can be easily extended and used as a research
tool in other areas of machine vision. IDS is machine independent and hence portable.
It provides a friendly user interface which gives the user full access and control to the
parameters and intermediate results. IDS is available for distribution to other research

groups upon payment of a nominal fee.



1 Introduction

The experimental verification of computer vision theories often requires sophisticated
and expensive camera systems. When such camera systems are not available, one can use
a computer to simulate the camera system and to evaluate the theories. Such simulation
requires the development of a mathematical model of the camera system and a computational
implementation of the model. In this paper we describe a mathematical model and its

computational implementation which is useful in testing theories on image defocus.

Previous literature [6, 7, 8] in computer vision on camera system modeling is mostly
descriptive in nature. Shafer’s work [8] is perhaps the first to deal with a detailed description
of the image sensing process. Many important aspects of the image sensing process which are
routinely ignored by computer vision researchers are discussed in detailed by him. He has
presented a twelve-parameter model for a robot imaging system — six parameters in camera
position and orientation, three in the optical system, and three in sensitivity. In addition,
he provides valuable information on the state of the art in the imaging system technology
and calibration. More recently, Subbarao and Nikzad [12] have presented another detailed
mathematical model of a camera system. The camera model in this paper is derived from
that of Subbarao and Nikzad. Unlike previous work, here we have gone one step further and
implemented the model proposed by us. The implementation is nearly optimal in terms of
computational resources. Many examples of images obtained through simulation are included
in this paper.

Our goal is to present what we believe to be a useful mathematical model for computer
implementation rather than a detailed mathematical model. The model makes explicit the
sequence of transformations that the light incident on a camera system undergoes before
being sensed by the image detector, and the sequence of operations by which the sensed

image is converted to digital data. Based on this model, an Image Defocus Simulator (IDS)
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Fig. 1 Block diagram of a video camera system

has been developed.

An user interface has been developed for using IDS. It is a menu-driven interface which
gives the user easy access/control to the input parameters and intermediate results. The

output image is displayed on a monitor, and it can be stored for further processing.

This paper is organized as follows: Section 2 briefly discusses the mathematical model
of the camera system; Section 3 describes the IDS computer simulation system; Section 4
presents some examples of the simulated pictures and the application of camera defocus; and
finally, Section 5 concludes the paper with a few remarks and future work related parallel

implementation of IDS.

2 Camera Model

A block diagram of a typical CCD video camera system used in machine vision
applications is shown in Fig. 1. Inside the optical system module, there are in general many
lenses and aperatures. However, we are concerned only with the terminal properties of
the aggregate [3] as shown in Fig. 2. The terminals of this module are an entrance pupil
(effective or real) representing a finite aperture through which the light must pass to reach

the imaging elements and an exit pupil (again effective or real) representing a finite aperture
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Fig. 2 Entrance pupil coordinate system.

through which light must pass as it leaves the imaging element on its way to the image
detector plane. It is also assumed that the passage of light between the entrance and exit

pupil planes can be adequately described by geometric optics [4].

2.1 Notations and Assumptions

In the subsequent discussions, we use a spherical coordinate system with its z-axis
along the optical axis and the origin fixed in the plane of the entrance pupil as shown in
Fig. 2 (called Entrance Pupil Coordinate System, or EPCS for short). All the distance

measurements are made with respect to O.

We also consider the scene to contain only objects with opaque surfaces. In such case, for
every direction defined by (6, ¢) in the EPCS, there is a unigue point P on a visible object in
the scene as shown in Fig. 2. If r is the distance from P to the origin O, then the geometry
of visible surfaces in the scene can be completely defined by a function denoted by r(6, ¢)

which gives geometric information about visible surfaces in the scene.
What the camera “observes” due to the point source P is the electromagnetic field distri-

bution produced by the source at the entrance pupil. This field distribution can be specified

by a very general form, however, we shall restrict ourselves to a simpler case. We will only



consider incoherent and unpolarized light. The quantities we are interested are the radius r
of the wavefront incident on the entrance pupil and the energy strength of the wavefront as
a function of its wavelength A\. These quantities are assumed to remain the same during one

exposure period of the camera.

Let f(0, ¢, A, t) be the power of light of wavelength A incident on the entrance pupil from
the direction (6,¢) at time t. The inputs to the camera system are the functions r(6, ¢)
which describes the geometry of the scene and f(6, ¢, A, ) which describes the appearance of
the scene. They are characterized this way to decouple the photometric property f(0, ¢, A, )

and the geometric property (6, ¢).

2.2 Mathematical Modeling

Having defined the input to the camera as the photometric characteristic of the scene
specified by f(0, ¢, A, 1) and the geometry of the scene specified by (6, ¢), we will now define

a sequence of transformations which transforms the input to the output.

2.2.1 Light Filter

Typically, camera systems have a light filter to control the spectral content of light
entering the camera system. Filters that block infrared rays are widely employed. The
characteristic of a light filter can be specified in terms of a transmittance function Tpp(A)

where 0 < Trp(A) < 1.0. Therefore, the output of this stage is

fl(ev ¢7 Avt) = f(@, ¢7 Avt) ) TLF()‘) (1)

where f(0, ¢, A, 1) is the input light energy defined earlier, and fi(6, ¢, A, t) is the light energy
transmitted by the filter. Usually, light filters have uniform characteristics in space and time.

However, if the characteristics change with time and space, then the transmittance function

takes the form Tpp(6, ¢, A, 1).



2.2.2 Vignetting

When there are multiple apertures in the optical system along the optical axis displaced
with respect to each other, the effective light energy transmitted by the system decreases
with increasing inclination of light rays with respect to the optical axis [4, 5]. The effect of
vignetting can be specified by a function Ty (0, ¢) where 0 < Ty (6, ¢) < 1.0. The relationship

between input and output of this stage is:

f2(07 ¢7 Avt) = fl(ev ¢7 Avt) ) Tv(e, ¢) (2)

2.2.3 Optical System

As discussed earlier, an image forming optical system can be characterized by specifying
its properties at the entrance pupil and the exit pupil of the optical system. These properties
determine the intensity distribution of light which in fact corresponds to the Point Spread
Function (PSF) of the imaging system. When the point sources in the scene are incoherent,
the intensity distribution produced on the image detector by different point sources can be
simply summed to obtain the overall image. In this case, the imaging system acts as a linear
system with the characteristics specified by a point spread function h(8, ¢, 0", ¢',r(0,¢),€)
where (6, ¢) is the direction of the point source, (¢, ¢') is the direction of the point on the
image detector in the image plane, and € is a vector specifying the parameters of the imaging

system.

In order to specify the effect of the imaging system on the input, we transform the
spherical coordinates (6,¢) and (§',¢') to Cartesian coordinates (x,y) and (z’,y’) in the

scene space and the object space, respectively. The relations are:

x = sinf cos @, ' = sinf cos ¢,

y = sinf sin ¢, y' = sinf sin .



Under this transformation, f2(0, ¢, A, 1) and h(8,¢,8', ¢',r(0,¢),€) can be equivalently
represented as fi(x,y, A, 1) and h'(z,y, 2",y r(x,y),€), respectively. Hence, the output of

the optical system will be:
By At = [ [ ey (), ©) fie g At de dy (1)

If the scene and the optical system are such that the PSF is spatially invariant in the
region of interest (i.e. isoplanetic region [2]), then the above integral becomes a convolution

operation:

fS(xlvylv)‘vt) = /_Oo /_Oo h/(l'/ - l’,y/ - y,r(:z;,y),e_’) fé(xvyv)‘vt) dx dy (5)

2.2.4 Field Stop

Since the area of the photosensors on the image detector plane is limited in extent, only
a limited part of the image plane is exposed to light. The extent of the photosensor area
determines the field of view of the imaging system which can be specified by the transmittance
function of the Field Stop Trs(',y’) where Trs(2’,y’) has a value of 1 inside the image

detector region and a value of 0 outside. Therefore, the output will be:
f4($/,y/,)\,t) = fg(l’/,y/,)\,t) : Tps(l'/,y/) (6)

2.2.5 CCD Sensor

The transducer on the image detector which converts light energy to electrical energy is
not uniformly sensitive with respect to the wavelength A. To take this effect into account,

we model the sensitivity by T5(\) with 0 < T5(X) < 1.0. This will transform fy to:

f5a($/,y/,)\,t) = f4($/,y/,)\,t) TS()‘) (7)



Since the output of the photosensor on the image detector depends on the total light
energy incident on the detectors, the light energy has to be integrated with respect to the

wavelength A, i.e.

f5b(x/7y/7t) = /O:O f5a($/,y/,)\,t) dA (8)

The image sensor is exposed to incident light for a finite duration of time. During the
period when the sensor is exposed, the strength of the incident light may vary because of the
changing area of the aperture stop with time T4s(t). In a CCD camera, this is equivalent
to measuring, periodically, the charge collected by the CCD elements and then to clear the

charge in the elements. The effect of the exposure function is:

Jela'oo' ) = [ fala'sy's7) Tas(r = 1) dr (9)

If Ts(t) is symmetric, then the above operation becomes a convolution operation.

Next, we take into account the physical size of the photosensor and the sensor noise.
Let R(x,y) be a function whose value is 1 inside the surface area of a photosensor and 0

otherwise, ns(2’,y’,t) be the CCD sensor noise, then we will get the following output:

f5d(x/7y/7t) = /_O:O /_O:O f5c(0é,ﬂ,t) R(Oé - xlvﬂ - y/) dox dﬂ + ns(xlvylvt) (10)

If R(x,y) is again symmetric, then the first term to the right of the equal sign in the above

equation is also a convolution.

We will assume that the continuous signal fsg(2’,y’,t) is sampled in time periodically at
fixed intervals of 75, and sampled in space on a discrete rectangular grid of points separated
by a distance of =, along the horizontal direction and by a distance of y, along the vertical
direction as shown in Fig. 3. The resulting sampled output will be:

ro ro 1 ! 't
f56(x7y7t):f5d(x7y7t)7|comb (_ / _) (11)

7ol lys s ys T
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Fig. 3 Typical geometry of pixels on a CCD image detector

which is converted to a discrete function, represented as a three-dimensional matrix fs¢[z, j, k],

as:

Joglis s k] = foeli - wsy - ysy b - 7aa) (12)
fore =0,1,---, M-1; y =0,1,--- . N—1; £k =0,1,---, K —1 where M is the number of
columns, N is the number of rows, and K is the number of image frames.

Ideally, we require the output of the photosensitive elements to be proportional to the

light energy incident on them. However, in practice, their output is not proportional but

some other function of light energy S(I). Therefore, the output will be

f59[i7j7k]25(f5f[i7jvk]) (13)

Finally, the three-dimensional array is converted to one-dimensional sequence of numbers
which can be converted to analog signals and transmitted over a cable. The resulting output
is:

flid g M+ k-M-N] = fs,[i, j, k] (14)
where we assume, for simplicity, that all rows are scanned in sequence one by one and that

all the synchronization pulses for video monitor are ignored.



2.2.6 Digital-to-Analog Conversion

The discrete sequence of numbers represented by fs[¢] is converted to an analog signal
using a sample-and-hold circuit. The time interval 75, between two numbers is an input

parameter to this stage. Note that 7, < The operation of the reconstruction circuit

ESE
M-N"
can be thought of as interpolating the sequence of values f5[i] defined at ¢ - 75, to get the
analog signal, i.e.,

K-M-N-1

Joalt) = hon(t) > | D2 [s[] 8(t — 1+ 75) (15)
=0
where hgy, (1) is the effective impulse response of the sample-and-hold interpolation circuit
and * is the convolution operator.

Finally, the video signal fs,() is amplified before it is transmitted over a video cable so
that any noise introduced in the cable will not dominate the signal. The resulting output
signal is:

Je(t) = Joalt) * ha(t) 4+ na(?) (16)

where h,(t) and n.(t) are the impulse response and the additive noise of the amplifier,

respectively.

2.2.7 Frame Grabber

The input signal to this stage is

fra(t) = fo(t) % he(t) + ne(?) (17)

where h.(t) and n.(t) are the impulse response and additive noise of the cable, respectively.
This analog signal is sampled at intervals of 753 by multiplying it with 302 6(f — n7s3).
If 755 # 759, this will cause geometric distortion of the picture. This phenomenon has been
called mismatched electronics in Schafer[8]. The sampled values are interpolated by an n-th

order (usually n = 0) sample-and-hold filter. The resulting signal is again sampled by a

10



slightly shifted sampling function to get an impulse train which is converted to a sequence

of numbers as follows:

Fatt) = {] 3 st nma| -t hate) + e (15)

n=—00

fre(t) = L omb (ﬂ

Ts3

(401
fudli] = /(+ Frult) dt (20)

i+k)T

) - falt) (19)

Ts3

where hs(t) and ns(t) are the impulse response and additive noise of the sample-and-hold
filter, respectively; 0 < k£ < 1; and the following equation is used in the derivations.

i o(t —nr) = %Comb (z) (21)

n=—0oo T

Finally, the sequence of numbers are quantized and sent to frame buffer for further

processing.

3 1IDS Computer Simulation System

Based on the model presented in the previous section, a simulation system called 1DS
(for Image Defocus Simulator) has been developed. It can simulate a typical CCD camera
system in machine vision applications. Users can use IDS to verify computer vision theories.
Our implementation divides IDS into many modules. Therefore it is very easy to extend the
model and simulation system to cover different types of imaging systems used in machine
vision.

IDS consists of a simulation engine and an user interface. The simulation engine is
a machine-independent module to carry out all the computations involved while the user
interface is used to provide a menu-driven 1/O interface. They are discussed in the following

subsections.

11
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Fig. 4 Blur circle calculation

3.1 Simulation Engine

Consider the scene parameters f(6,¢,\,t) and r(6,¢). If the profile of the scene in a
small field-of-view is smooth, then we can approximate (6, ¢) by a constant v which specifies
the distance between the scene and the origin O in the EPCS. Under these circumstances,
the point spread function will be spatially invariant. If geometric optics is assumed, then the
diameter of the blur circle can be computed by using the lens equation and the geometry as

shown in Fig. 4. The resulting diameter of the blur circle is:

_f
d, = 7|3—v| (22)

dp = 7m (23)

Q.

where f is the effective focal length; F' is the F-number; d,, is the diameter of blur circle in
millimeter; p is the CCD pixel element size in millimeter; d, is the diameter of the blur circle
in pixels; v is the distance between the exit pupil and the plane where the object is focused;
and s is the distance between the exit pupil and the photosensor plane. If (6, ¢) cannot be
approximated by a constant distance u, then we must calculate the blur circle for each point
in the scene and do the simulation to find the image in the image plane (implementation
of this case will be added to the system in the next version). If the point spread function

is pre-calibrated for a particular optical system and stored in a file, then IDS can read in

12



that point spread function without doing the above calculations. The choice is determined
by the parameter “psf” which can be “psf=cylinder” for geometric optics or “psf=file
filename [size] width height” for pre-calibrated point spread function. Therefore, one
can use geometric optics as well as physical optics. Note that, in this paper we use boldface
to represent keywords in parameter specifications. Keywords enclosed by square brackets

are optional.

The effect of light filtering and vignetting are specified by the functions Trr and Ty. They
can be one of three: (i) a constant, (ii) a gaussian(o,,o,), or (iii) a function tabulated and
stored in a file. Based on the above information, IDS can compute equations (1)-(5) where
€= (u, f, F).

The parameter Trg controls the field of view of the photosensor devices. For a CCD
camera, the field stop is rectangular in shape with width A and height B. Therefore, we

have

Trs(x,y) = rect (%, %) (24)

This is implemented by restricting the calculations to a rectangular region specified by the

above equation.

In most cases, the exposure function can be approximated by a rectangular function
Tas(t) = rect(%) where T'is the duration of exposure which is typically & second. If
the object is not moving, then all the timing information can be simply discarded (the

implementation of moving objects will be included in the next version). Further, from the

T Y

typical geometry of pixels on CCD in Fig. 3, we have R(x,y) = rect(%, %) for equation (10).

The sensor response function S(7) can be either I7 (for standard NTSC TV, v ~ 3 [9]),
al+b (a, b are constants), or a table read from a file.

Combining all the above information and adding 1) the impulse response functions for

sample-and-hold circuit (using hgy,), for amplifier (using h, ), and for cable connections (using

13



h.); 2) the corresponding noise functions (using ng, ng, and n.); 3) the CCD noise (using
ns); 4) sampling information (using 71, 72, 73); and 5) the CCD geometry (using x5, ys), we
can carry out equations (6)-(20) directly to complete the simulation.

All the parameters mentioned above can be changed in “Edt Param” operation in the
user interface to be discussed later. The default values for these parameters are shown in
Fig. 6. Furthermore, to deal with the tremendous amount of data storage expected and the
variable size of the resulting output images, a built-in dynamic memory manager is used to

achieve the greatest flexibility.

As one can expect, the convolution operation is a critical part in the simulation. Consider

the discrete convolution of the M x N image f[m,n] and the Px(@Q point spread function

hlp, q]:

M-1N-

—

f[mv n]h[a —m, ﬂ - n] (25)

m=0 n=0

where m = 0,1,--- M—-1; n =0,1,--- . N—-1; p=0,1,---,P—-1; ¢ = 0,1,---,Q —1;

3

a=0,1,---,(M+P—1);and g =0,1,---,(N+@Q—1). This equation can be rewritten as:
min{o,M—1} min{3,N—1}
gla, 8] = mZ::O 7;) flm,n]hla—m, 3 —n] (26)
In this equation, we simply assume that h[p,¢] =0 for p> P, p< 0,9 > @, or ¢ <0. The
computational complexity to carry out the convolution directly will be O((M +P) x (N +
@) x min{M, P} x min{N,Q}) which is a huge number if the image size is large. On the

contrary, if we take the 2-D Discrete Fourier Transform:

K-1L-1

Fiksi) = X2 3 flm,n W (27)
k= 0,1,--,K—1

[ = 0,1,---,L—1

as K DFTs of the form:

14



L—-1
Alm, ) = Y flm, 0] Wy (28)
n=0
m = 0,1,-,K—1

[ = 0,1,---,L—1

followed by L DFTs of the form:

K-1

Flk, 0] = Y Alm, Wy (29)
m=0
k= 0,1,---,K—1

[ = 0.1,---,L—1

then the computational complexity for using FFT algorithm will be O(M+P) x (N+Q) X
log,[(M4P) x (N+@Q)]) for an M x N image and a Px(Q point spread function. Note that,
for small values of P, (), it will be more efficient to use direct convolution. Therefore, we
provide three options in doing convolutions: direct, FF'T, and smart convolution. In direct
(FFT) mode, no matter how big (small) the image/psf size is, direct (FFT) convolution is
carried out; while in smart mode, the type of convolution used depends on the number of

operations expected. This heuristic will speed up the computation of the convolutions.

Finally, equations (28) and (29) illustrate an idea for parallelization. If the number of
processors is unlimited, convolution can be done N times faster than a sequential implemen-
tation. However, in real situation, the number of processors are limited and the communi-
cations between the processors involve overheads. Therefore the ideal speed up cannot be

attained. Parallel implementation of IDS is currently under investigation.

3.2 User Interface

IDS has a menu-driven user interface. Users have full access/control to the internal
parameters via a popup window. The output at each stage can also be displayed on the

monitor for further analysis and/or evaluation.

15



nage Defocus Simulator
(Read object) ((Read Parameters )

Filename: /home/mclu/simulation/ids
128 Width: 128 Height: 128  TDefault: CI/P

(Show 11 ) (Reset &11) (Optioms )

Win Wth Hgt Status
/P
0/P

Fig. 5 Startup screen of the simulation system

When the simulation system starts execution, users are provided with seven operations
and three choices as shown in Fig. 5. All the 1/O operations and the “Read Parameters”
operation take the string in the “Filename” field as the target filename. The operation
“Read Parameters” reads a file which contains all the user-controllable parameters. These
parameters are parsed through a built-in LR(1) parser [1] to generate tokens and detect
possible syntax errors. The parsing results are then interpreted by an interpreter to give
proper parameter values. These parameters can be modified by the “Edt Param” operation
which gives a popup window as shown in Fig. 6.

The “Options” operation controls the system-wide options such as input/output image
format, convolution method, and how to handle the image border. The input/output image
format can be binary/ASCII integers, binary/ASCII floating numbers, or even a n-th order

polynomial (input only) specified by the order of the polynomial and the corresponding

16



<<< Parameters >>»

imulator |NSYESE length (mm): 35 F Number: 4

@ Object distance: 70 s (mm): 35.775

CCD gize (mm/pxl): 0.013
Filename: /home/melu/si Ha: 1Tum Y- 13un
<128  Width: 128 He Tal: 33.3ms Ts2: Zus Ta3: 2us

T_LF(lambda): 1
p.2.f: cylinder
T_Vi{theta,phi): gaussian(135.484, 135.484%
T_FS(x,vy): rect(x/9.3, v/9.3)
TS(t): 1
T_AS(t): rect(t/.0333)
Rix,y): rect(x/13um, y/13um)
S(I): I~(1/2.2)
h_gh{t): 0-order
N_zh(t): thermal
hoal(t): 1
N_A(t): thermal
hoe(t): 1
N_C(t): thermal
M_S(x,y,t): thermal

[ Show 411 ] [Reset Al]

Fig. 6 Default parameter values

coefficients. The convolution method can be direct, FF'T, or smart mode implementation as
described in the previous subsection. The image border can be treated as a zero-padded,
mirrored, or periodic image during convolution. For “zero-padded” option, the image outside
the field of view is simply treated as a dark area, i.e., an area with zero values. For “periodic”
option, the image is considered as f(aM + m,bN +n) = f(m,n) for an M x N image where
a,be {0,£1,£2,---}. And for “mirrored” option, the image is first reflected along its right
side border, then the resulting image is reflected along its top border; this gives an image
which is four times larger than the original image. This four times larger image is then taken
to be wrapped around at its borders. Note that, the “mirrored” option gives a periodic
image whose period is twice that of the “periodic” option. After the input image and the

parameters are loaded, additional operations are available as shown in Fig. 7.

The “Run”, “Step”, and “Goto” operations control the execution of the simulation. Users
can step or go to any particular module in Fig. 1 to examine the output of a specific module.

The value of the pixels of the image can be viewed via “View Value” operation. We also

17



Image Defocus Simulator

((Quit ) (Close ] (Read object] [ Read Farameters ]

Filename: /home/mclu/simulation/ids/lena‘
2256  Width: 256 Height: 256  Default: & I/P

((Show AI1 ] (Rezet AI1) [ Options ] (Edt Param ]

[ Write ] [ Print ] [ Fit Win ] [View Value]

(( Bun ) [ Step ] ([ Goto ]

Statug

((Spectrum ) (Hiztogram )

Win Wth Hgt Status
I/P 256 256 Object: /home/melu/gimulation/ids/lena
F

Fig. 7 Full operation menu

provide Fourier spectrum and histogram analysis of a given image by using the “Spectrum”
and the “Histogram” operations as shown in Fig. 8. During these two operations, a popup
status window is displayed to keep track of the status of each spectrum or histogram popup
window such as — when the operation was called and where the source image came from.
The magnitude of the spectrum can also be displayed and inspected by simply pressing a

mouse button.

Finally, the synthesized image can be saved to a file and/or sent to printer for printing

using a halftone algorithm. All the images shown in section 4 are printed in this way.

3.3 Portability

The IDS simulation engine is written in ANSI C which is portable to almost any ma-
chine with a C compiler in it. The user interface is implemented for Sunview environment
on SUN workstation which is machine-dependent. However, we are planning to port this
user interface to X window environment using the primitive X operations to reduce the

machine-dependency. Therefore, everyone can use the developed simulation system to con-
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Inage Defocus Simulator

[[Quit ] (Close] (Read cbject] [Read Parameters ]

Filename: /home/mclu/sinulation/ids/lena
256 Width: 256 Height: 256 Default: & I/P

[[Show AIT ] [Rezet AIT] [ Options ] [Edt Param )

([ Write ) ([ Frint ] ((Fit Win ] (View Value)
[ Fun ] ([ Step ] [ Goto )

Histopram-0

Win Wth Hgt Statu
I/P 256 256 Object]
o/P

Statug for popup window.
ome/melu/#inulations )
ome/melu/simulation/ )

32 64 96 128 160 192 224 255

Fig. 8 Spectrum and histogram analysis

duct experiments on machine vision theories without putting too much effort in buying

and/or building the expensive camera systems.

4 Examples of Simulated Pictures

In this section, two examples of simulated pictures are presented: one for the image
Lena, the other for a generated pattern f(x,y) = 125 % cos27(2x + 3y) + 125. The
default parameters are used except for the parameters s and u. The original images and
the simulation results are shown in Fig. 9 and Fig. 10-11, respectively. In Fig. 11, we have
A=B =125 %= (2,3), and ¥ = (z,y).

Fig. 10 shows 16 pictures of Lena arranged in 4 rows and 4 columns. The distance of
the object increases (350mm-8943mm) row-wise from top to bottom whereas the distance s
between the lens and the image detector increases (34mm-37mm) column-wise from left to
right. The focal length and the F-number are fixed at 35mm and 4 respectively. In Fig. 10,

for convolution operation, the “mirror” option mentioned earlier has been used. Fig. 11 is
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Fig. 9 Original images used in the simulation

that of a cosine wave. It is similar to Fig. 10, except that convolution is carried out with the
“periodic” option. Because of this, some artifacts are visible at the border.

In Fig. 10 and 11, somewhere along a direction parallel to the left-bottom to top-right
diagonal, the pictures are focused, whereas, on either side of the this, the image defocus
increases. This is consistent with the fact that image defocus should increase when either
the object is moved farther or closer from its focused position, or when the image detector

is moved farther or closer from its focused position.

IDS has been used to generate a large number of defocused images in our laboratory. We
are at present doing research on two different methods of finding distance of objects [10, 11]
from their defocused images. For both these methods, IDS has been a very valuable tool in
testing the methods and debugging their implementations. We are also using IDS to test

new methods of image restoration for obtaining focused images from their blurred images.

5 Conclusion

A mathematical model has been developed for camera defocus related to computer vision
applications. Based on this model, we have developed a computer simulation system which
can help users to simulate the formation and sensing of defocused images without using

expensive camera systems. Since the simulation system inherently requires a large amount
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(a) s =34 (c) s =36 (d) s =37
u = 350 u = 350 u = 350 u = 350

(e) s =34 (f) s =35 (g) s =36 (h) s =37
u = 910 u =910 u = 910 u =910

=

(k) s =36
u = 1700 u = 1700

(m) s =34 (n) s =35 (0) s =36 (p) s =37
u = 8943 u = 8943 u = 8943 u = 8943

Fig. 10 Simulated pictures for Lena
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) s =34 ) s=35 ) s =136 ) s =37
u—350 u—350 u—350 v = 350

(e) s =34 (f) s =35 (g) s =36 (h) s =37
u = 910 u =910 u = 910 u =910

(i) s = 34 (j)s=35 (k) s =36 (1) s =37
u = 1700 u = 1700 u = 1700 u = 1700

(m) s =34 ) s=35 ) s =136 ) s =37
u = 8943 u = 8943 u = 8943 u = 8943

Fig. 11 Simulated pictures for f(7) = Acos2x(wy - 7) + B
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of computation time in doing convolutions, parallelization of the system is being investigated.
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