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1 Introduction We present a vision system that includes these four
Reconstruction of 3-D computer models from existing ob- Stges to reconstruct complete 3-D models of real objects.
jects has applications in many areas such as reverse engil "€ object is placed on a rotation stage in front of a sta-
neering(reverse CAD, pattern recognition, and industrial ~ tionary camera. In the data acquisition stage, input image
inspection. In the past, 3-D models of real objects were Sequences from different viewpoints are acquired by rotat-
often created manually by a time consuming and expensiveing the object with known rotation angles. Range and the
process. Recently, the availability of fast and inexpensive corresponding focused images are recovered usitar
graphics hardware, and technologies such as VRML-readytional stered and shape from focugSFR.*® The range
Internet browsers, have made the automatic reconstructionimages are then registered to the camera coordinate system
of 3-D models an important research topic in both com- according to the rotation axis and their acquisition view-
puter vision and computer graphics areas. In particular, points. A fast and robust registration algorithm is developed
techniques that use low-cost equipment have attracted theto refine the rotation axis derived from system calibration.

attention of many researchers. It updates the translation vector iteratively and converges
As shown in Fig. 1, there are four major steps in the very fast, even under poor initial estimations. In the surface
reconstruction of a complete 3-D modél integration stage, a new algorithm namesgjion of con-
o structionis used tostitch the partial 3-D models from dif-
* data acquisition ferent viewpoints. Unlike the previous approacfigsthe
* registration raw data of range images is directly accessed to create non-
« surface integration overlapping regions for integration. It takes advantage of

the known topology of each region of construction to per-
form fast triangulation. Each range image corresponding to

The data acquisition stage consists of acquiring the partial @ région of construction is used in integration without any
3-D shapes and the corresponding texture information of anmodification(such as weighted summation of overlapping
object. Datasets from multiple viewpoints are needed to range images from adjacent viewsherefore the registra-
completely describe an object. The acquired range imagestion errors are always limited to the boundaries of region of
are registered to a common coordinate system based ortonstruction. This algorithm is also extended to handle
their acquisition viewing directions. The registered range complex objects with holes and multiple-object scene. The
images are then integrated into a single surface representaitegration method is computationally efficient in the sense
tion. Finally, the texture information is mapped onto the that no searching is required for mesh triangulation. Finally,
surface to create a textured 3-D model. the focused images recovered by SFF are mapped onto the

* texture mapping.
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Fig. 1 System flow chart.

reconstructed wireframe model to create a textured 3-D and Q be the set ofn points from the second dataset

model. {d1,9z, - . . .Gn}. An incremental transformatiom; is de-
) fined such thaQ, ,;=T,Q; for each iteratiori, whereQg
2 Previous Work =Q. T; reduces the registration error betwerand the

Most previous works on complete 3-D model reconstruc- new point setQ;,; by moving the pointLQ; closer toP.

tion from multiple views assume that the range data is ThenQ; is assigned t® to initialize the system and update
given. They focus on algorithms for data registration and the next transformatio; . ;. The transformation usually
integration steps. But the data acquisition step, which in- j .5 \ves a translation vector and a rotation matrix. The ICP
c!ud_es range image recovery ?”d texture maps from Inten'algorithm repeatedly computes the closest points between
Sity Images, Is a core problem in computer vision research. datasets and computes the transformation to register the
Some popular techniques are shape from stereo, shape from 44 “yntil a minimum tolerance on a mean square distance

mOt'I(.)tn’ sttructure.d I'gtht a“?'St/S'ff’ e‘%gﬂ:)wev?r, we I('jmé:)m_ metric between the surfaces is obtained. They showed that
our Titerature review 1o registration, Integration, an the ICP algorithm will monotonically converge to a mini-

plete systems for 3-D model reconstruction. mum, but it is not necessarily the global or the best mini-
mum. To converge to the global minimum, the initial pa-

2.1 Registration rameter estimate must be reasonably close to the true value
A popular method for refining a given registration is the to avoid converging to a nonoptimal solution.
iterative closest poin{ICP) technique, first introduced by Chen and Mediontialso use an iterative refinement of

Besl and McKay? It uses a nonlinear optimization proce- initial registrations between views to perform fine registra-
dure to further align the datasets from initial registration. tion. A good initial estimate of the registration is assumed
Given two datasets and a rough initial transformation, po- to be available. Instead of minimizing the distance between
tential correspondences are developed as follows. For eachhe closest points in the two dataséssich as general ICP

point in the first dataset, we find its closest point in the algorithmg, orientation information is used for minimiza-

second dataset under the current transformation.PLbe tion. Their technique refines a nominal transformation by
the set ofm points from the first datas€p,,p-., .. . .Pm} iteratively computing incremental transformations that
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minimize the distance between the transformed points from side, inside, or on the surface of the object, by using geo-
the first view and the points from the second view. The metric properties about the viewing angle. Their algorithm
minimized functional is expressed in terms of the distance recursively subdivides each voxel to be classified on the
between eachontrol pointin the first view, and the tangent  surface into eight smaller voxels, and the process is stored
plane at an intersected point in the second view. This will in an octree data structure. By some simple rules, the clas-
minimize the distance between the two surfaces as well assifications of the voxels from different range images are
match their local shape characteristics. Because of the ex-combined into one common classification. Those rules are
pense of computing intersections between lines and the dis-also used to remove the outliers. When a predefined level of
crete surfacégenerated from the tangent plahebey sub- refinement is reached, a triangular mesh is then constructed
sample the original data to obtain a set of control points. from those voxels.

Since the surface normals can be computed more accurately Turk and Levoy® propose a polygonal method that fits a
in smooth areas, the control points are selected from thistriangular mesh to each range image. They employ an in-
subsampling of the surfac@egularized gridl that lies in cremental algorithm that updates a reconstruction by erod-

smooth regions on the surface. ing redundant data, followed by “zippering” along the re-
maining boundaries. The final consensus step reintroduces
2.2 Integration the original geometry to establish final vertex positions.

Their method utilizes the structure in each range image, but

Surface reconstruction from range data has been exten-.,,q have bad behavior in areas of high curvature.

sively investigated over the past several decades. The meth- Soucy and Laurended?*describe a method that builds
ods in literature that are able to create seamless mesheg t5ce descriptions from multiple registered range images
from 3-D range datasets can be divided into two groups, the using Venn diagrams. They decompose range images into
volumetric approactand thesurface approachThe volu- — can6nical views, which are areas common to a unique sub-
metric approachés’**first store the 3-D data points in @  ggy of range images. A common reference plane is defined
volumetric data structure, either a voxel grid or an oCtree. ¢, ach canonical view, and the data points are projected
Each voxel contains eight vertices, and by evaluating a field ;4 it Sets of common points are found using neighbor-
function at those vertices, it is possible to extract a level ,j54 and visibility tests. A Delaunay triangulation is made

surface of the field function. The field function is often . o5ch reference plane, and they are combined to form the
chosen as a signed distance function. The triangular mesh istomplete model by repa’rameterization.

then created using an isosurface extraction algorithm such
as the marching cubesalgorithm® The surface ap-
proache¥ 18 create an initial set of triangulated meshes e
from the original 3-D range images. These meshes are ther-3 Complete 3-D Acquisition System
merged together to create the final complete 3-D model.  Pulli et al?? present a complete system for scanning the
Volumetric approaches work on both structured and un- range and color information of a 3-D object and for dis-
structured input data. Hoppe et’ahtroduce an algorithm  playing realistic images of the object from arbitrary view-
to construct 3-D surface models from a cloud of unorga- points. They build a range and color image scanner with
nized points without spatial connectivity. They determine four digital cameras and a slide projector placed on a
an approximate tangent plane at each data point using leastomputer-controlled turntable. A vertical stripe of white
squares ork nearest neighbors, and then take the signed light is emitted from the slide projector into the working
distance to the nearest point's tangent plane as the distance&olume to produce several views of dense range data. The
function in 3-D space. The distance function is then inter- data are registered, and a surface that approximates the data
polated and polygonalized by the marching cubes algo-is constructed. One major advantage of their approach is
rithm. In two subsequent steps?°the constructed mesh is  that the surface estimate obtained from range scanner can
optimized(i.e., the number of triangles is reduced while the be fairly coarse. The appearance of fine detail is recreated
distance of the mesh from the data points is kept gmall by view-dependent texturing of the surface using color im-
and then a piecewise smooth subdivision surface is built on ages.
it. Reed and Allef describe a system that builds a 3-D
Curless and Levoy propose an approach similar to CAD model of an object incrementally from multiple range
Hoppe’s algorithm with a few differences. They integrate images. They built a robotic system that consists of a laser
distance estimates at each voxel instead of searching for therangefinder attached to a robot arm to acquire range images
closest point from a voxel's center to determine the signed of the object. A volume-based method using a constructive
distance. The range images are taken separately andsolid geometry(CSG technique to form a solid model of
scanned along the line of sight to each of them. The inte- the object from multiple registered range views is devel-
gration is done on the signed distance to the point for eachoped. They create a solid for each view by sweeping the
voxel the line passes through. The final signed distancerange data from the object away from the scanner filling in
estimate is a weighted average of all the estimates fromthe space self-occluded by the object. The surfaces of the
different range images. The marching cube algorithm is solid are labeled as being either visible to the sensor or
then used to approximate the zero set of the distance func-occluded by the object view. This labeling technique is
tion by a set of connected triangles using the values of the used for view planning, since it provides information about
distance function at the voxel vertices. which portions of the current viewspace are not covered by
Pulli etal®? propose a simpler and more attractive the previous views. Once all the visible portions of the
method for a volumetric approach. They classify the voxels object have been covered by one or more views, the view
in the volumetric grid for each range image as either out- solid models are intersected to form a complete model.
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Nien? presents a method for the automatic reconstruc- Object Image D
tion of 3-D objects from multiple camera views using a /[
mobile camera. He uses a simple measurement environ-
ment that consists of a new calibration pattern placed below
the object to increase the flexibility of the system. With the P
simultaneous acquisition of object and pattern, each view
can be calibrated individually. From those calibrated cam- D
era views, a textured 3-D model is estimated using a shape- J,z f
from-silhouette approach and texture mapping of the origi- Optical Axis Q
nal camera views. The major drawback of this system is
that some concavities may not be fully recovered because ps
of the shape-from-silhouette technique. -,t\-

Albamont and GoshtasB{developed a scanner system =
that can capture surround images of an object and recon- ”
struct its 3-D model. The scanner has four synchronous J_
camera heads, each equipped with a camera and a laser line
generator. The four camera heads move together during the
scanning process. The scanner uses an imagivatyal)
laser rather than a real one for scanning. This makes it P Object Q Optical Center  f Focal Length
possible to scan an object with detailed color and under D ImageDetector  p” Blur Circle R Blur Circle Radius
bright lighting. The laser images from the four cameras are
processed to obtain the 3-D structure of the object.

L Lens p’ Focused Point D Aperture Diameter

Fig. 2 Image formation in a convex lens.

3 Data Acquisition Given the irradiance and the position of the focused im-
To acquire the range and intensity images, the object isage of a point, its radiance and position in the scene are
placed on a rotation stage. The images from different ac- uniquely determined. In a sense, the positions of a point
quisition viewpoints are taken by rotating the object. For object and its image arieterchangeablgi.e., the image of
each viewpoint, range and focused images are obtained usthe image is the object itself. Now, if we think of an object
ing rotational sterecand shape from focusSFP. Two se- surface in front of the lens to be comprised of a set of
guences of images with different focus positions are taken points, then the focused images of these points define an-
with a small rotation angle to obtain stereo image pairs. other surface behind the leitsee Fig. 2 This surface is
Each sequence of images is used to construct the focusediefined to be théocused image surfadé1S) and the im-
image and a rough depth map using SFF. A more accurateage irradiance on this surface to be tfmeused image
3-D shape is then obtained using rotational stereo on theThere is aone-to-one correspondenbetween the FIS and
focused image pair with the rough depth map information. the object surface. The geometiye., the 3-D shape infor-
mation and the radiance distributiofe., the photometric
3.1 Shape from Focus information of the object surface are uniquely determined
] . by the FIS and the focused image.
In SFF, a Iarge sequence of image frames of a 3-D scene is ~ | traditional SFF methodé.g., Refs. 4, 5, and 26a
recorded with different camera parameteisg., focal  sequence of images is obtained by continuously varying the
length or/and lens to image detector distante each im-  gisiances between the lens and the image detector or/and
g%e frar;n((aj, different dObJeCés.' in the ?ﬁene d‘(‘”{' be bI;Jrred tk%y the focal lengthf (see Fig. 3. For each image in the se-
ierent degrees, depending on their distance from equence, a focus measure is computed at each [fixe]
camera lens. Each object will be in best focus in only one A o :
image frame in the image sequence. The entire image se—eaf:h direction of vieyin a _small(about 15.< 15) image
quence is processed to find the best focused image of eac eighborhood aroqnd the pixel. At each pixel, that Image
rame among the image sequence that has the maximum

object in the 3-D scene. The distance of each object in thef is found b h d Th
scene is then found from the camera parameters that corre;0CUS MEASUre IS found by a search procedure. 1he gray

spond to the image frame that contains the best focusedle.veI .(WhiCh. is proportional to image_ irradianicef the
image of the object. The SFF methods are based on the facP'XeI in the image frame thus found gives the gray level of

that for an aberration-free convex lens, 1. the radiance at al'€ focused image for that pixel. The valuessaindf for

point in the scene is proportional to the irradiance at its thiS image frame are used to compute the distance of the
focused imag® (photometric constraiitand 2. the posi- ~ OPiect point corresponding to the pixel. An example of a
tion of the point in the scene and the position of its focused fOCUS measure is the gray-level variance. SFF methods in-

image are related by tHens formulalgeometric constraipt ~ Volve a search for the values sfor/andf that result in a
maximum focus measure, and these methods require the

1 1 acquisition and processing of a large number of images.
u

+ -, @

1
f v

3.2 Rotational Stereo

wheref is the focal lengthu is the distance of the object The rotational stereo model used in data acquisition is
from the lens p|ane, and is the distance of the focused shown in Flg 4. The rotation axis is described by th% unit
image from the lens planesee Fig. 2 vector Ai=(ny,n,,n3)" and the translation vectod
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focused image surface in image space L

shaded area:
>///’ quantization error

Lens ,/,// \\ /

V\/N Optical Axis

.

slanted surface in object space R

i-th step
————— image sequence

Fig. 3 Focus image surface.

=(dy,d,,d3) 7 in the camera coordinate system. The image Mg(0) O

pair used for stereo matching is obtained by rotating the R(6)=T " 0 1}1 2
object an angled with respect to the rotation axis. Let

(X1,¥1,21)s (X2,Y2,22) be the same object point before and \yhere

after rotation, respectively; an&{,¥,), (X,,¥,) denote the

corresponding image point. The images taken before and 1 0 0 d;

after rotation are referred to as the first and second image. q

For each point%;,¥,) in the first image, the corresponding T= 0 104d

epipolar linein the second image is calculated and used for 0 0 1 dg

stereo matching. 00 0 1

Let i1 be a unit vector along the selected rotation axis
and 6 be the specified rotation angle about this axis. As By perspective projection, the relationship between an ob-

shown in Ref. 9, the rotation matrix can be written as ject point ; ,y: ,z;) and an image point , ;) is given by
2
ny NNy  Ning Xizf(iti s yi:yiti , and Zi= ft, ,
2
MRg(6)=(1—cosh)| nn n nzn
r(8)=( )| N2M 2 223 where t;’s are unknown parameters. Thus, we have the
N3Ny N3Nz N3 equations
0 ~ns M Xoto Xaty
+sing| n3 0 —ng|+1cosé. Uots AR
_ =R(6)- , (3)
n m 0 ft, ft,
1 1

The rotation matrix for any rotation axis with a translation

vectord is then for the same object point projected on different images.
Solving Egs.(2) and (3), the epipolar line on the second
image for any fixed X;,¥,) is given by

f it = (n1,n2,n3)

y2=mk;+c, (4)
(z1,91,21) 0 ) R )
s wherem andc are functions ofk; andy,. Details of the
~ (22,92, 22) calculation can be found in Ref. 27.

In our rotational stereo model, the stereo matching is
done along the epipolar line derived before ax1l® im-
age block intervals for only the foreground pixels, as deter-
mined by SFF. Therefore image rectification is avoided.

d = (d1,ds,ds)

3.3 Rotation Axis Calibration

A simple method is used to calibrate the rotation axis. It
takes two images of a planar object before and after rotat-
Fig. 4 Rotational stereo model. ing the object. Two 3-D point pairs with known coordinates
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are used to compute the rotation axis. Bgt, Q, be the Fig. 6 Lens step versus best focused distance used in SFF.
3-D points before rotation, and,, Q, be the correspond-
ing 3-D points after rotation. Lelll, be the plane passing

through the middle point oP; andP,, and perpendicular  focused image and a rough depth mapXx16 image
to P,P,; andIly be the plane passing through the middle blocks are used to obtain a 8®0 rough depth map and a
point of Q; andQ,, and perpendicular tQ,Q,. Then the 1280x 960 focused image. The depth map is thresholded to
rotation axis is uniquely determined by the intersection of segment both the depth map and the focused image into
ITp andIlq. Another calibration method using one known two regions, one corresponding to the background region
3-D point with two rotation angles can be found in Ref. 28. (points farther than the expected distance of object ppints
Although only four 3-D points are required for deter- and the other to the objecoreground region.
mining the rotation axis, one can increase the accuracy of Figure 6 shows a plot of the relationship between the
the calibration by taking more points and using a least lens step number and the best focused distance of the cam-
squared fit. In the experiments, the rotation axis is found to era used in our experiment. The plot indicates that the lens
be (0.218,0,831.774for the translation vector and (4.123 step number and the best focused distance have an almost
X103, 0.9997,—2.364x 10" 2) for the unit vector. The  linear relationship in several regiortstep numbers 20 to
result indicates that the rotation axis is almost perpendicu- 65, 65 to 105, and 105 to 125The sequence of four im-

lar to the image scanlines and camera optical axis. ages used to construct the focused image and depth map are
taken at lens step numbers 108, 115, 122, and 129. They are

roughly in the linear region.

Rotational stereo analysis is then carried out using the
The vision system used for image acquisition in our experi- focused images and the initial depth map estimated by SFF
ment is called Stonybrook Vision System(8VIS-2). The  to get an accurate depth map. A sum-of-squared-difference
SVIS-2 camera system consists of a high-resolution digital measur&’ on 16x 16 image blocks is used for matching in
camera(Olympus C-303f) a rotation stage with a stepper the foreground regions. Fast stereo matching is done by
motor, and a PQsee Fig. $. The object is mounted on the  |imiting the correspondence search to a small segment on
rotation stage and the camera is placed in front of it, so thatthe epipolar line, determined by the rough depth map ob-
the optical axis is close to the rotation axis. The calibration tained from SFF. The |ength of the segment for Searching is
method described in the previous section is used for rota- computed using the maximum expected error of SFF. Fi-
tion axis estimation. The calibrated rotation axis is used for na”y' the 3-D Shape is obtained by an inverse perspective
stereo ma_tching in rotational stereo, and is further rgfined projection of the resulting depth map. This data acquisition
during registration. The parameters of SVIS-2 are adjusted procedure is repeated for four viewpoints by rotating the
for objects that fit inside a 250250x 250-mm cube placed  object every 90 deg. The reconstructed focused image and
about 750 mm from the camera. The camera focal length is partial 3-D shapes with different resolution settings are
set to 19.35 mm and the f-number to 1.8. Different focus shown in Fig. 7.
settings are obtained by moving the camera’s motorized
lens controlled by a PC. The image resolution is set to . o
1280x 960 pixels. 3.5 Accuracy Analysis and Quantization Error _

In the experiments, we use objects with fine texture to We analyze the accuracy of 3-D shape based on the dispar-
help stereo matching. The steps for recovering 3-D shapeity of stereo matching. The depth difference of one pixel
and focused image of each view of an object are describeddisparity near the rotation axis is used to calculate the ac-
as follows. First, two sequences of four images with differ- curacy. To simplify the calculation, we assume that the ro-
ent focus settings are recorded before and after rotating thetation axis is parallel to the image plane and perpendicular
object by a small angle to obtain the stereo image pairs. 0 the image scan line. It is well known that the stereo
The stereo rotation angle is set to 6 deg, which gives the disparityd=bf/z, wheref is the camera focal length, is
equivalent parallel stereo baseline of about 174 mm. Shapethe equivalent stereo baseline, ant the depth. The dis-
from focus is applied on each sequence of images to get theparity difference at two depthg, andz, is given by

3.4 Camera System and Implementation
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Fig. 7 Focused image and different resolutions of a 3-D shape (left: focused image; middle: 80
X 60; right: 160X 120).

1 1 The registration consists of two steps. First, we find the
Ad=bf(z—— z_)’ ) initial estimated transformation by calibrating the rotation
o2 axis described in the previous section. Second, the esti-
or mated registration is further improved during surface inte-
gration. The overlapping parts of range images are used to
bfz refi_ne the rotation axis and increase the accuracy of regis-
o= (6) tration.
bf-2zAd Registering range images in an iterative way is popular
] ) because of its ability to update information after each itera-
Thus, the depth differenc&z can be written as tion. Most of the iterative registration methods try to find
the translation and rotation matrices by either matching the
ZAd closet points from different view&3 or minimizing the
Az2=2,—2;=+F—"7. (7) . . ; . X
2 17 bf-z,Ad distance from points in one view to planes in another

view3! We propose a new approach, which directly com-
The equivalent stereo baseline in this setup is giverbby putes the rotation axis after each iteration without data fit-

=2z, sinBI2, wherez, is the distance to the rotation axis fing or minimization. Assuming the rigid body motion of
and g is the rotation angle. the object is knowrli.e., the rotation angle of the stage is

In the experiments, the pixel size is 0.00552 mm, the accurate in our cageselected control points before and
rotation angle is set to 6 deg, the camera focal length is @fter current transformations are used to find the next trans-
19.35 mm, and the distance to rotation axis is 832 mm. The formations. Those control points are chosen from the over-
maximum depth error for one pixel disparity is calculated '@pping part of two range images with certain criteria. Since
as 1.41 mm at 832 mm from the camera. The rms error for the unit vector of the rotation axis is found to be (4.123
a planar surface with a random dot pattern placed at 80010, 0.9997,—2.364x 10"%), which is very close to

mm from the camera was found to be 1.21 rfBril5%). (0,1,0, we consider only the 2-D cagéinding the transla-
In addition to the 8% 60 depth map, higher resolution  tion vectop.
3-D shapes corresponding to 26020 and 326 240 were The 2-D registration problem is to find the rotation cen-

ter of the rotation transformation. The goal is to partly
match the curves on the same plane from two different
views. Consider the registration model shown in Fig. 9.
Two curves are observed from different viewpoints with a
90-deg rotation angléeft and middle figures The curve

from the second viewpoint is transformed back to the world
coordinate system according to the initial or estimated ro-

obtained with matching block sizes of X8 and 4

X 4 pixels, respectively. Because of the quantization error
introduced by pixel size, there exifiit regionsof same
disparity. This quantization error can be mitigated by in-
creasing the stereo baseline, but it is not a perfect solution
to a rotational stereo system. In our implementation, a lin-
ear interpolation using the boundaries of a region with the
same disparities is applied. It gives a good approximation
of the depth map. A median filter is then applied to smooth
the resulting 3-D shape. Figure 8 shows the reduction of
guantization errors. The left figure is the original 3-D shape
of resolution 32 240, and the right figure is the same 3-D
shape after reducing the quantization error.

4 Registration

To create a complete description of an object, we need to
acquire and register multiple range images to a common
coordinate frame. Since our data acquisition system ac-
quires range images from different viewpoints by rotating

the object in front of the camera, the registration problem is
equivalent to finding the rotation axis of the rotation stage. Fig. 8 Reduction of quantization error.
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actual rotation center

estimated rotation center

viewpoint 1 viewpoint 2 initial registration
(at O degree) (at 90 degrees)

Fig. 9 Registration of two curves from different viewpoints with 90-deg interval.

tation center, as shown in the right figure. Then the over- inesCP;,CP,, ... ,CP,. For this discretely sampled data,

lapping part of these two curves is used to update the rota-the projected point is given by the intersection of the pro-

tion center for the next rotation transformation. This jection line and the line segment of the data points on the

process is repeated until the rotation center converges.  first view. Thematching pointis defined as the projected

At each iteration, the next rotation center is found in noint Q, , which satisfies

three steps: 1. finding the overlapping part of two curves, 2.

finding thematching pointon the second curve, and 3. us- —— —_—

ing th% matching p%iﬁt and the corresponding point on the PiQi= max PiQ;. ®)

first curve to compute the rotation center. To find the over-

lapping part of the registered curves, we first convert the . . . . -

daptg p%iﬁts to the polgr coordinate system centered at the! Nat IS, the matching point is a point that satisfies the fol-

estimated rotation centésee Fig. 10 The angleg6 val- lowing two conditions: 1. it is one of the intersections of

ues are used to detect the overlap of these two curves. Letthe projection lines 'and the f|r§t curve, and 2. its d|syance to

(r1,6,) be the last point on the first curve andy(6,) be e Second curve is the maximum among those intersec-

the first point on the second curve. Then the overlap can betlons' For a given data point on the first curve, the line
o ) o ) segmentconnected by two consecutive data points on the

Sp?c'f'ed by all the pomtsr(ﬂ) W't.h 0,<0<0,. Since the second curvethat is to be intersected is found by consid-

points from the second V'ew_w'll be used to _update the ering all of the overlapping line segments on the second

rotation center, we only consider the overlapping part on ¢,e That line segment is then used to find the distance in

the second curve. Here we assume that there exists a oneEq' @)

to-one mapping betweanand ¢ on all data points used for The matching poin© on the second curve and the cor-

registration. The rotation axis calibration generally gives us responding data poirf® on the first curve before transfor-

the Irequ_ired accuracy on the rotation center 1o find the mation are used to compute the new rotation center. Let

OV(?I'rh?ast)tlanc%rruejggt)gb is to choose proper points for comput—(xl’yl) be.the pqmt before transformatlon and (y2) pe

ing the new rotation centéFig. 11). Since we assume that 1€ matching point. Then the rotation centeg o) is

the rotation angle is fixede.g., @/2 in this casg the rota-  9iven by

tion center can be found if the points are known before and

after rotation transformation. Let the overlapping data Xo=(X1—Y2+Y1+X2)/2,

1<j<n

points on the second curve By ,P,, ... ,P,, the current
rotation center be denoted @s andQ;,Q,,...,Q,bethe  yo=(y1+Yo+X,—X1)/2,
projection of P,,P,, ... ,P, on the first curve along the
o
6w . Cn
(r1,6, ) h
6 " matching point
. '
0} ro
’l
I'l
(2, 0}) overlapping region’
2 e
/” first curve
Pt % | after transformation
-------------- first curve second curve
before transformation
Fig. 10 Overlapping region of two registered curves. Fig. 11 Calculation of new rotation center.
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Fig. 12 Convergence of the translation vector.

or
Xo=(X1+tYo,—Yy1+X2)/2,

Yo=(Y1+Y2—Xo+X1)/2,

for a fixed rotation angle ofr/2. There are two solutions
located at either side d?Q. The ambiguity is solved by

known topology of each range image and does not involve
any spatial search of the data points. The mesh triangula-
tion is done using indices of data points on a grid network.
As a result, it is much faster than the general algorithms
mentioned earlier.

For two range images from consecutive viewpoints, the
overlapping part is divided into two regions and each re-
gion is assigned to one of the range images for construc-

choosing the one on the same side as the previous rotatiortion. We first create theegion of constructiorfor each

center.

range image, and then use them to create a nonoverlapping

In the experiments, cross sections of an object are useddataset for surface integration. Region of construction is
to find the rotation center. For any two range images from defined in Fig. 13. In the figure, the range image corre-
consecutive viewpoints, the rotation center is updated by sponding to the shaded region is the region of construction
taking the average of the rotation centers computed from for view 0. The left(right) line of sightis defined as the line
the cross sections. The rotation center provided by rotationdetermined by the viewpoint and the leftmgsghtmos)

axis calibration is(0.0,833.0. After registration, the rota-
tion center is moved t¢0.23,831.91 Figure 12 shows the
actual values of the translation vector converging with it-

data point. The angular bisector of rigleft) line of sight
of i—1 (i+1) range image and leftight) line of sight of
i range image is defined as the I¢fight) line of division

erations. The experiments show that convergence of thefor range imagé. The 2-D region of construction for each

translation vector is very fagusually less than 20 itera-
tions).

5 Surface Integration
Given a set of registered views, an integration algorithm

cross section is then bounded by the left and right line of
division. For each viewpoint, the region of construction in-
cludes all the 2-D cross sections. For each region of con-
struction, the triangular mesh is created as follows.

We start at the upper left corner of the range image, find

should combine the partly overlapping datasets into a com-the points belonging to the region of construction, mark
plete nonredundant 3-D dataset without any loss of detail in them asvalid points and establish the connection. For each
the original raw data. In the existing literature, Hoppe valid point there exist five possible tessellations for tri-

et al” and Amenta, Bern, and Kamvysséleonstruct a 3-D
surface from unorganized points. Hilton et‘dand Soucy
and Laurendedfi use structured data to combine multiple

angles or quadrilateralsee Fig. 14 For the first and sec-
ond cases, the column index of the first valid point in the
i'th row is smaller or larger than the column index of the

range images. All of them assume that accurate range datg;jrst valid point in thej’th row, where|i —j| = 1. Without

is available and they are perfectly registered. It is difficult

to obtain such data in a practical data acquisition system.
Therefore, an integration algorithm that is robust under the
presence of noise and registration error is an important goal

in designing a practical system.

5.1 Region-of-construction Algorithm

Our input depth-map data are given on a regular grid of
points for each partial 3-D model. Therefore we develop a
specialized triangulation method depending on the view-

points. The basic idea is tstitch the regions of construc-
tion of different viewpoints at their boundaries to create a

loss of generality, assume rowcontains the smaller col-
umn index. Letp be the smaller and be the larger column
index, then we make triangles by connecting indices
(5.9)—(@,p)—(i,p+1), (j,a)—(i,p+1)—(i,p+2),...,
until p=q—1. For the third and fourth cases, the column
index of the last valid point in th&'th row is smaller or
larger than the column index of the last valid point in the
j’th row, where|i—j|=1. Without loss of generality, as-
sume rowi contains the smaller column index. Lgbe the
smaller andy be the larger column index, then one or more

triangles are created by connecting indicesp)—(j,p)

complete 3-D model. This algorithm takes advantage of the —(j,p+1), (i,p)—(j,p+1)—(j,p+2),..., (,p)—(j,q
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Fig. 13 Region of construction on a cross section.

—1)—(j,9)- In these four cases, one or more triangles are ces and 55,000 polygons. Different colors in the cylinder
created depending on the column index difference betweenobject indicate different regions of construction from dif-
any two consecutive rows. For the last case, the column ferent acquisition viewpoints.

index of the valid point in the’th row is the same as the

column index of the valid point in thei ¢1) row. In this 5.2 Complex Object with Holes

case, lots of quadrilaterals in the central part of the range
image are produced, and the number of quadrilaterals de-
pends on the difference between the last and first column
index. Those quadrilaterals are further divided into tri-
angles by connecting the shorter diagonals.

After the meshes for regions of construction are created
for each view, the partial 3-D models asgtchedtogether
by connecting the last valid point of the current range im-
age to the first valid point of the next range image in the
same rowmsee Fig. 15 The resulting quadrilaterals on the
boundaries of two range images are also broken into tri-
angles with shorter diagonals.

The results of surface integration are shown in Fig. 16.
The wireframe models of a toy, a head, a cylinder, and a
bottle are presented. The toy objdctpper lef} contains
approximately 9000 vertices and 18,000 polygons, and the
head objec{upper righj contains more than 27,000 verti-

Since the region of construction algorithm provides only
nonoverlapping surfaces, complex objects with holes can
be reconstructed by selecting proper viewpoints that in-
clude the holes. We assume that if a hole can be observed
from one viewpoint, it can also be observed from tpe
posite viewpoint. Generally, this holds for most real ob-
jects. Under this assumption, a 3-D model is first con-
structed using the previous algorithm without considering
its hole. Then the boundary points of the hole that belong to
two opposite viewpoints are connected using the following
algorithm.

First, we connect the top and bottom rows of two range
images, respectively. The row index can be different. The
column indices of the togbottom) rows are used to create
a triangle/quadrilateral mesh similar to the previous section.
For a side boundary of the hole, another triangle/
quadrilateral mesh is created with variable row index and
fixed column indexone belongs to object points and next
to a background point Figure 17 illustrates thidole-

P P Py Py creating process. One of the regions of construction is
shown in wireframe. The quadrilaterals are further broken
; C into triangles with short diagonals.
Py P Py P3 Py Ps ATTT T TS e
Py Py Py Py :::::::: -------
A I V20 |
Py R OO T T N
Fig. 14 Possible tessellations within a region of construction. Fig. 15 Stitching between region of construction.
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Fig. 18 Complex object with a hole.

Fig. 16 Wireframe models of the test objects. Due to perspective projection of the camera, the con-
structed 3-D model looks distorted if the depth difference
of the scene is too large. It shows that there are some miss-

In some cases the observed hole does not appear in an*”g parts on the 3-D models. However, the data points on
region of construction defined in the previous section, but it the constructed model are exactly the same as the ones
gives depth discontinuities in one of the range imagee  ["OM range images. The result of wireframe models that

Fig. 18. We define theprincipal view as the viewpoint ~ contain multiple objects is shown in Fig. 19.

containing the hole. The lines of division of principal views o

are shifted such that the new regions of construction can2.4 Limitation

completely cover the hole. Unlike computationally intensive algorithms such as

shapes or volumetric methods, the region of construction
5.3 Multiple Object Scenes algorithm is not designed to reconstruct objects with arbi-
To create the 3-D model of multiple objects in a scene, we Fary shapes. The shapes of objects should result in continu-
assume that the objects are separable in the vertical direcOUS régions and connected range image surfaces for stitch-
tion. The range images are segmented for each object in thd"9- Here, a continuous region means that there are no self-
scene to create range image datasets for each object. The

3-D models for each object are first constructed using the
integration algorithm described earlier and are then com-
bined together. For each range image, the segmentation
masks for each object are obtained by considering the ro-
tation geometry of the scene. A depth threshold is used to
separate different objects in the scene.
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Fig. 17 Mesh for creating a hole. The index differences between

(m,n) and (/,j) are used to generate quadrilaterals or triangles. Fig. 19 Wireframe models of multiple object scenes.
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(range & focused) image 0 (range & focused) image 1

Fig. 20 Texture mapping on the boundary strip.

occlusions or holes. For most real objects, these situationson this focused imag&. As illustrated in Fig. 20, the 3-D
can be possibly avoided during the data acquisition stagepoints on the right boundary of range image 0 are projected
by some manual adjustments and handled by the hole-onto range image 1 and the corresponding focused image
creating process. It should be noted that the object does notaccording to the viewing geometry. The surface UV is cal-
have to be convex. Concave regions of range images canculated on each projected point and used to extract the tex-
also be stitched on the boundarisge Fig. 13 ture map for the boundary strip between regions of con-
In this algorithm we do not uséor averagg the over- struction 0 and 1 from focused image 1.
lapping part of the range images, and therefore it may not  Figure 21 shows the focused images constructed by SFF
appear very smooth at the stitching boundaries. The and used for texture mapping of the toy object. To reduce
smoothness mainly depends on the registration error andthe size of the textured 3-D model, a bounding box enclos-
the assumption of a pinhole camera model. One can im-ing the region of construction is used to extract a subimage
prove this by providing more accurate registration and us- for each color image.
ing weighted averages of overlapping range data at the The shading information of an object is provided by the
boundaries. To reconstruct an object with top and bottom normal vector at each data point. The vertex normal is ob-
surfaces, defining suitable regions of construction is not antained by averaging the surface normals of all polygons
easy task. The adjacencies of range images are not limitedsharing that vertex. Instead of using data points of the com-
to two (it could be four in our implementationand more plete 3-D model, we calculate the surface normals from the
sophisticated partitioning methods have to be considered. range images to keep the original shading information. The
resulting vertex normals on the boundaries of two consecu-
6 Texture Mapping tive partial shapes are different from the ones obtained from
One major advantage of using images to acquire a 3-.pthe complete 3-D model and can be used to check the
model is that the recorded images are used not only for SMeOthness of surface integration.
measuring t_he 3-D '_shape of objec_ts but also for providing 7 Experimental Results
the texture information. The color images used for texture } )
mapping are obtained from shape from focus with four dif- The described algorithms were tested on a number of real
ferent focus positions. The texture image is focused every- Objects. The results of a toy, head, cylinder, bottle, and
where and provides more realistic 3-D models. multiple objects scene are presented. Several results of
Having modeled the 3-D Shape of an Object by a set of Complete 3'D mpdels with texture an_d Sha_ldlng |nf0rmat|0!’]
vertices and polygons, the image texture of the object is aré shown in Fig. 22. For each object, it takes approxi-
specified by providing a color image for each region of Mately 15 min to acquire stereo image pairs with four dif-
construction. Since the complete 3-D model is created by
stitching all regions of construction, the textured 3-D model

can be obtained by combining all textured regions of con-
struction of the object. That is, nonoverlapped and texture
mapped partial 3-D models are created first, and then
stitched together. The texture map on the boundary strip
connecting two consecutive regions of construction has to
be obtained separately. This is because the boundary strips
are not covered by any regions of construction. To obtain
the texture map, each boundary strip is associated (aith
signed t9 one focused image. The vertices of the boundary
strip on the adjacent region of constructicmnge imagg

are projected onto the focused image to calculate surface
UV. The surface UV is then used to extract the texture map Fig. 21 Extracted subimages using bounding boxes.
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Fig. 22 Several viewing directions of complete 3-D models with texture mapping.

ferent focus positions for four views. It includes the capture surement to calculate the average error of each data point
of 32 still images and 360-deg movement of the rotation acquired by our system.

motor. The execution time for creating complete 3-D Let d be the measured radius of the cylinder,
models—including image acquisiticdA), shape from fo- v, b be the sampled data points, and
cus (SFP, stereo matchingSM), surface integratioriSI) d;.d,, ... .d, be the distances from the data points to the
and texture mappingrM) are shown in Table 1 for several line that passes through the center of the cylinder. The av-

objects(on a Pentium Il 450 MHz PC . .
The accuracy of our 3-D model reconstruction depends erage error for the 3-D dataset is then given by 3yd,

on the accuracy of the depth map from rotational stereo and—dl%, whered;=d(pj,Leg). Since the line equatiobeqis
rotation axis of the rotation stage. A rudimentary accuracy Unknown in the camera coordinate system, it is approxi-
analysis of our system was done using a cylinder as a testmated by minimizing the sum of distances from each data
object. The same procedure and algorithms are applied topoint to the line, i.e., mixd(p; ,L¢y). In other words, we are
obtain the complete 3-D model. The acquired 3-D dataset isfinding the best fitting cylinder for the acquired dataset. In
then fitted to theperfectcylinder from our physical mea- our experiment, the measured radius is 77.5 mm and the

Table 1 Execution times for several objects.

Object IA (32 images) SFF SM Sl ™ Total

Toy 12 min. 48 sec. 5.5 sec. 74.2 sec. 1.3 sec. 4.9 sec. 14 min. 16 sec.
Head 13 min. 4 sec. 5.7 sec. 115.2 sec. 1.9 sec. 6.7 sec. 15 min. 14 sec.
Detergent 12 min. 43 sec. 3.0 sec. 37.7 sec. 0.5 sec. 5.4 sec. 13 min. 30 sec.
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average error for each data point is 0.44 mm. Thus, the
precision is about 1 part in 500 for our working volume of ;¢
250X 250X 250-mm cube.

8 Conclusion

We design and implement a digital vision system for 3-D 17.

model reconstruction. The system is comprehensive in that

it includes all stages—data acquisition, registration, surface 1s.

integration, and texture mapping—to create a textured 3-D

model. The complete 3-D model is constructed by merging ;4

multiple range images, and mapping the texture informa-

tion acquired by rotational stereo and SFF. A new surface 20.

integration algorithm based on region of construction is de-

veloped for fast 3-D model reconstruction. It is also capable 21,

of constructing complex objects with holes and modeling
multiple object scenes. Experimental results are presente
for several real objects. Our system can be implemented
using low-cost equipment: one commercially available

digital camera, one rotation stage, and one personal com-

puter. It is able to construct a complete 3-D model in under 24

20 min. Most of the acquisition tim@bout 15 minis used
to capture and transfer image data to a PC. A rudimentary

part in 500 in the working range. Future research will focus

on extending the region of construction algorithm from the 27
viewpoint-based regions to the regions with best viewing 2s.

directions.
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